The effects of short space and time scale current variability on the predictability of passive ichthyoplankton distributions: an analysis based on HF radar observations

J. A. HELBIG AND P. PEPIN*
Fisheries and Oceans, PO Box 5667, St John’s, Newfoundland, Canada A1C 5X1

ABSTRACT

The importance of small scale variations in currents on the predictability of spatial distributions of fish eggs is investigated using dense observations of surface currents. The currents were measured with HF radar and used to drive an advection–diffusion model of ichthyoplankton concentration. We first demonstrate that the model produces acceptable agreement with observed egg fields. We then use the predicted egg fields as a basis for comparison with model runs made with currents subsampled in space and filtered in time. Significant error was found for spatial sampling intervals as small as 3 km, even though most of the variance in the currents occurred at much longer length scales. This was primarily due to the loss of the rich small scale variability in horizontal divergence. Nevertheless, most of the error is due to the misfit in the egg fields at larger length scales; that is, small scale forcing is necessary in this system for the larger scale features to be reproduced. This study thus suggests that considerable caution should be exercised before assuming that circulation models, even very sophisticated and detailed ones, capture enough of the variability of marine systems to make accurate forecasts of plankton distributions.

INTRODUCTION

The drift and retention of fish eggs and larvae within habitats critical to their survival are among the most poorly understood elements of the early life history of many fish (Sinclair, 1988). Failure to account for advective and dispersive exchange during ichthyoplankton surveys can lead to inaccurate population estimates as well as erroneous inferences about factors influencing mortality rates (Taggart and Frank, 1990; Pepin et al., 1995; Helbig and Pepin, 1998a; Pepin et al., 2002).

Numerical circulation models are often used in the planning, execution, and/or interpretation of these surveys, and these models span a great range of complexity and spatial resolution (e.g. compare McGillicuddy et al., 1998; Proctor et al., 1998). Moreover, these models are forced in a variety of ways (e.g. compare Davidson, 1999; Heath et al., 1998) and are initialized with observed ichthyoplankton distributions of diverse quality (e.g. Bartsch, 1993; Pepin and Helbig, 1997). In order to establish how well surveys perform and to set appropriate confidence limits on survey results, it thus becomes necessary to understand how well models can predict the distribution of planktonic organisms.

Several questions are immediately evident: (1) At what spatial and temporal scales do currents need to be resolved in order to achieve an accurate forecast? (2) At what spatial resolution should the initial plankton distribution be observed, and how does the accuracy of this initial field affect the quality of the predictions? Finally, (3) what are appropriate measures of accuracy and predictability, and how do these relate to survey goals? Clearly, these questions are strongly linked, although the last is key in setting the other two.

For example, in population dynamics studies in which physical pathways are explored but absolute population estimates are not critical (e.g. Bartsch, 1993), it is only important that models reproduce the spatial distribution of plankton in an approximate or statistical sense. Thus, a drift model that resolved the most energetic spatial scales of motion, which was forced by seasonal mean currents, and that was initialized with an idealized plankton patch could be sufficient to estimate the fraction of eggs transported to a particular habitat (Bartsch, 1993; Hannah et al., 2000). An appropriate measure of quality in this case could be the distance between the predicted centre of mass of the advected plankton field and the mean...
observed position. By contrast, in an egg survey designed for adult fish biomass estimation, one should have detailed knowledge of the spatial/temporal variability of the egg fields in order to interpret survey results (Helbig and Pepin, 1998a).

We report here on a study of the predicability of the spatial distribution of fish eggs in an embayment (Conception Bay, Newfoundland) using currents observed at high spatial-temporal density and egg concentrations observed at moderate spatial density. As the measure of quality, we chose the root mean square error between observed and predicted fields averaged over the bay. Surface currents were measured over a 15-day period with high frequency (HF) radar at hourly intervals and approximately 1 km resolution. Three plankton surveys were conducted at 6-day intervals, a temporal sampling rate biologically appropriate for organisms with short turnover times. The observed currents were used to force an advection–diffusion model in a series of simulations in which the spatial resolution and mean-to-variance ratio of the currents were manipulated in order to determine their influence on the accuracy of predicted changes in distribution.

The field study and model are described in the first two sections. A ‘best-case’ simulation is then presented to demonstrate that the model produces reasonable agreement with observed egg fields. As the number of plankton stations within the model domain was too small to resolve the small scale structure of the egg fields and to permit meaningful experimentation with sampling density, the best-case predicted plankton distribution was used as a basis for simulations in which the current field was subsampled in space and/or filtered in time. Although the effects of horizontal current divergence on plankton concentration are well known (Denman and Powell, 1984; Mackas and Denman, 1985), this study is distinguished from earlier ones by its detailed knowledge of the divergence field. Consequently, considerable emphasis is placed on understanding its role.

FIELD PROGRAM

Study site

Conception Bay (47.8°N, 52.8°W) is approximately 50 km in length and 25 km wide with a maximum depth exceeding 300 m and a total surface area of about 1000 km² (Fig. 1). A 150-m sill at the mouth separates the bay from the slightly shallower northern Grand Bank. Surface circulation is driven on short time scales (hours to days) by local winds and on longer time scales (weeks to months) by density driven exchanges with shelf waters and the inshore branch of the Labrador Current (deYoung et al., 1993b; deYoung and Sanderson, 1995; Pepin et al., 1995). In addition, storms are known to generate Kelvin waves trapped within about 5 km of either coast and whose associated currents have a jet-like character (deYoung et al., 1993a, b; Davidson, 1999). Finally, it is likely that nonlinear effects generate much of the fine structure on the scale of the internal Rossby radius (~5–8 km) that is commonly seen in acoustic Doppler current profiler (ADCP) transects (J. Helbig, unpublished data; Davidson, 1999).

Field survey

An experiment was conducted in the summer of 1991 over a 15-day period (July 3 to July 17; days 184–198) as indicated in Fig. 2. The survey was designed to (1) measure the distributions of ichthyoplankton (larvae and eggs of a number of species) and water properties (temperature, salinity, and fluorescence) within the bay at regular intervals, (2) simultaneously monitor currents throughout the bay, and (3) estimate the daily flux of water and ichthyoplankton across the open boundary.
(Pepin et al., 1995). Two vessels were used. CSS Marius performed biological and water property measurements, whereas CSS Shamook undertook ADCP current measurements, occasional water property observations, and drogue tracking. Full-bay ichthyoplankton surveys were conducted every 6 days, whereas transects along the open boundary were carried out nearly simultaneously by both ships on an almost daily basis.

Both ships were available 12 h daily, and all biological sampling was conducted during daylight hours (07:00–19:00). Plankton samples were collected with a 4-m² Tucker trawl (see Pepin and Shears, 1997, for a discussion of capture efficiency). At each station, a single oblique tow of approximately 15 min was made at two knots (1 m s⁻¹). The tow depth of 40 m was chosen to sample the mixed layer (10–25 m) in which almost all the fish eggs and larvae reside (P. Pepin, unpublished data). Ichthyoplankton were sorted and identified to species or the lowest taxonomic level possible. Eggs were staged using the Markle and Frost (1985) scheme and development times were estimated from laboratory studies (P. Pepin, unpublished data). Abundance was calculated for each species, and abundance estimates were corrected for the number of eggs that could not be staged due to damage (< 5%).

In this study, we consider only fish egg distributions because eggs were the most buoyant plankton observed and the most abundant near the surface (P. Pepin, unpublished data) where the current observations are most meaningful. Moreover, their abundance can be measured with greater precision than other plankton (Pepin and Shears, 1997), their vertical distribution can be predicted from basic oceanographic data (Sundby, 1983), and they do not actively migrate vertically. Results are presented for American plaice (Hippoglossoides platessoides) because they were the most abundant species present.
Salinity and temperature profiles were made at each net station. Currents were measured with a 153-kHz RD Instruments acoustic Doppler current profiler (ADCP) as described in Colbourne et al. (1993) at depths exceeding 7 m. These currents provided comparative data for the radar (J.A. Helbig, unpublished data).

**HF radar**

Surface currents were monitored throughout the experiment by a pair of HF radars deployed and operated on the western side of Conception Bay (Fig. 1) by the Centre for Cold Ocean Research (C-CORE, Memorial University of Newfoundland). The principles of surface current detection using HF radar are well known (Crombie, 1955; Barrick et al., 1977). Briefly, a series of omni-directional, ground-wave pulses are broadcast at each site over the water at near-zero incidence angle. These signals resonantly interact with surface gravity waves of wavelength half of that of the incident radar wave and are Doppler shifted from their transmit frequency by the component of that of the incident radar wave and are Doppler shifted from their transmit frequency by the component of the total surface current (wind wave phase velocity plus the ambient surface velocity) along the line of sight of the radar. Subtraction of the known shift due to wind waves gives an estimate of the radial surface current. Estimates from the two radars are then combined to form a vector current.

In our application, the two radars were detuned slightly from one another at a base frequency of 25.4 MHz to permit simultaneous operation, and they were run for 18-min periods on an hourly basis. The amplitude and phase of the backscattered signal were estimated from the two radars deployed and operated on the western side of Conception Bay at depths extending from 7 m to the bottom. For most transects, there was good agreement with the radar-sensed currents. For others, the data clearly revealed large vertical shear in which the near surface current was dominated by the local wind.

**MODEL**

In three dimensions, the equation for the rate of change of plankton concentration $c(x, t)$ is

$$
\frac{\partial c}{\partial t} = -u \cdot \nabla c - w \frac{\partial c}{\partial z} + K \left[ \nabla^2 c + \frac{\partial^2 c}{\partial z^2} \right] + \nabla \cdot \left( K_H \nabla c \right) + \frac{\partial}{\partial z} \left( K_V \frac{\partial c}{\partial z} \right) - \frac{\partial w_c}{\partial z} - Zc + P
$$

and expresses the balance between advection, molecular and turbulent diffusion, buoyancy, mortality, and production. Here $x = (x, y, z)$ with $x$ pointing across the bay, $y$ out of the bay, and $z$ vertically upwards; $u = (u, v, 0)$ is the horizontal component of the velocity; $w$ is the vertical part; $\nabla = (\partial / \partial x, \partial / \partial y, 0)$ is the horizontal gradient operator; $K$ is the 'molecular diffusivity' of the plankton and parameterizes the dispersion of plankton due to Brownian motion; $K_H$ and $K_V$ are the horizontal and vertical turbulent plankton diffusivities, which are generally several orders of magnitude larger than $K$ and are generally space and time dependent; $w_c$ is the buoyant ascent speed of plankton and can be specified in terms of organism shape and density and the ambient water density; $Z$ is the biological mortality and can be space, time, and plankton density dependent; and $P$ is a production term that allows for the generation of plankton or its passage from one stage to another. Ignoring molecular diffusivity and utilizing the incompressibility of the ocean ($\nabla \cdot \mathbf{u} + \partial w/\partial z = 0$), we can rewrite (1) in nondivergent form as:

$$
\frac{\partial c}{\partial t} = - \nabla \cdot (w_c \mathbf{c}) - \frac{\partial}{\partial z} \left[ (w + w_c) c \right] + \nabla \cdot \left( K_H \nabla c \right) + \frac{\partial}{\partial z} \left( K_V \frac{\partial c}{\partial z} \right) - Zc + P.
$$

Advection now appears as part of the divergence of the plankton flux.

We consider the typical field situation in which tows of a fixed depth $h_t$ are made, for which $h_t$ exceeds the maximal depth at which plankton are found. Vertically integrating (2) over $h_t$ and applying the
boundary conditions that (1) the buoyant and turbulent fluxes of plankton across the sea surface interface vanish, and (2) that the plankton concentration is zero at $z = -h_p$, we obtain an equation for the vertically averaged plankton concentration $c(x, y, t)$,

$$\frac{\partial \bar{c}}{\partial t} = -\nabla \cdot (\overline{wc}) - K_H \nabla^2 c - Z\bar{c} + P. \quad (3)$$

In doing so, we have assumed that the turbulent diffusivity $K_H$ is constant and have avoided any issues of differential mortality by fixing $Z$ as constant in space and time. These commonly made assumptions are not necessarily good, but we do not have data to support better ones. Finally, we focus on a single stage of plankton by setting $P = 0$.

The vertical average of the horizontal plankton flux, $\overline{wc}$, cannot be computed from the field data. Rather, we parameterized it in terms of the variables we did measure as

$$\overline{wc} = ru_c \bar{c} \quad (4)$$

where $u$ is the radar sensed velocity and $r = 0.4$. The validity of this parameterization is discussed later. Thus we can finally write an equation for the mortality-corrected, vertically averaged plankton concentration, $C(x, y, t) = e^{Zt} \bar{c}(x, y, t)$, that can be applied to our field data:

$$\frac{\partial C}{\partial t} = -r\nabla \cdot (u_c C) + K_H \nabla^2 C. \quad (5)$$

Equation 5 was solved on an Arakawa C-grid (Arakawa, 1966) using standard second-order, centred in space, centred in time, finite differences (Roache, 1985), with the radar grid points defining the mesh corners. A timestep of 5 min was used. Although their number was very small, missing radar currents were interpolated or extrapolated as necessary using a circularly symmetric, spatial filter with a 5 grid radius. As described later, the model was initialized with a plankton field optimally interpolated onto the model grid. $K_H$ was fixed at 35 $m^2 s^{-1}$, below the range of 70–100 $m^2 s^{-1}$ estimated for Conception Bay from drifting buoy data by deYoung and Sanderson (1995). This smaller value is consistent with the model grid scale and is as small as model stability permitted.

Consider now the parameterization (4). The current measured by the radar is a weighted average over a depth scale defined by the wind wave wavelength $\lambda = 5.9$ m (Stewart and Joy, 1974; Ha, 1979),

$$u_r = (\pi/\lambda) \int_{-\infty}^{0} \exp((\pi/\lambda)u(x, y, z, t)dz \quad (6)$$

The vertical distribution of fish eggs in Conception Bay can be reasonably described as exponential, $c(x, y, z, t) = c_0(x, y, t)e^{-Z/h_p}$, with an e-folding scale of $h_p \approx 25$ m (P. Pepin, unpublished data). Consistent with the ADCP measured velocity, we assume the upper layer current can be similarly represented with an e-folding scale $h_u$ of about 30 m. From (4), we find that for $h_p = 25$ m and $h_u$ in the range of 10–50 m, $r$ varies between 0.37 and 0.77. The value $r = 0.4$ is thus at the low end of the scale, but is reasonable. As described in the next section, it was chosen because it gave the best, albeit partially subjective, agreement between predicted and observed egg fields. From an alternate viewpoint, $u_c / \tau$ is the mean velocity experienced by an average fish egg and is a fraction $r$ of the near-surface, radar-sensed current. The parameterization specifies that this mean current has the same direction as that measured by the radar. This assumption is consistent with the ADCP data which show little directional shear in the upper layer below 7 m (the uppermost bin). A least-squares fit of the ADCP current at 7 m to the radar current, $u_{adv} = u_r + zu_o$, explained 55% of the observed variance in $u_{adv}$ and gave $|\tau| = 0.48$, an anticlockwise turning angle of 18°, and $u_o \approx 0$.

At closed boundaries, the model permits no advective or diffusive flux into or out of the model. At open boundaries, the normal gradient of egg concentration is set to 0 at the boundary. That is, the value of $c$ just outside the boundary is set equal to that just inside the boundary. Thus an outflowing current expels matter at the modelled concentration, whereas an inflowing current injects material into the model, but at the same concentration as already exists in the boundary cell. Mass is not conserved. However, no matter can diffuse across an open boundary.

Although daily egg surveys were made across several transect lines including the opening to the bay (line CW; Pepin et al., 1995), the data were not sufficient to specify egg concentrations on all the open boundaries. Some testing was carried out specifying the concentration on the seaward boundary, but the results obtained were not significantly different from those reported here.

No open boundary conditions were imposed on the currents as the domain of valid radar-derived currents is slightly larger than the model.
RESULTS

Observations

To prepare to describe the simulations, we first describe the observed plankton fields and the spatial and temporal structure of the current and divergence fields.

Mean currents over the simulation period were generally weak (< 5 cm s\(^{-1}\)) and described a broad anticlockwise gyre with an intensified outflow (10–25 cm s\(^{-1}\)) along the north-eastern coast (Fig. 3b). As noted by deYoung and Sanderson (1995), mean currents in Conception Bay are generally small compared with fluctuations even though the tidal contribution is minimal (~3 cm s\(^{-1}\)), and Fig. 3a shows this was the case except in the coastal jet. There was a distinct spatial pattern in the mean

Figure 3. (a) Current variance for the simulation period of 5–9 July. Each cross is aligned with the principal axes of variation and each arm has a length equal to the standard deviation. (b) Mean velocity field for the simulation period. (c) Standard deviation of the horizontal divergence for the simulation period in units of 10\(^{-5}\) s\(^{-1}\). (d) Mean divergence for the simulation period; dark and light shades indicate convergence and divergence, respectively.
divergence field (Fig. 3d); regions of significant convergence \((D < -1.5 \times 10^{-5} \text{ s}^{-1})\) in the north and south were separated by a broad zone of net divergence. A strong divergence cell \((D > 1.5 \times 10^{-5} \text{ s}^{-1})\) occurred in the north-east corner where the jet separated from the coast (Cape St Francis). Regions of peak divergence/convergence were closely associated with regions of high variability in the current velocity (Fig. 3a,c).

Divergence will prove to play an important role in the modelling of egg distributions, so it is useful to understand some of its dynamics. In Conception Bay, divergence is largely a coastal phenomenon attributable to upwelling (Davidson, 1999) and to spatial inhomogeneities in the wind. The traditional ecological knowledge of the local fishing community tells us, for example, that winds are enhanced near Cape St Francis by the roughly 50 m high cliffs there.

The along- and cross-bay velocity wavenumber spectra are all red (Fig. 4a), and are well fit over the length range of 4–18 km by a \(k^{-2}\) relationship, where \(k\) is the along-bay or cross-bay wavenumber \((2\pi/\text{length scale})\). The spectra are not isotropic especially at longer length scales (as is also evident from Fig. 3). By contrast, the divergence spectra are not red as they decrease toward smaller wavenumbers after peaking at a wavelength of about 8 km, roughly the upper estimate of the internal Rossby radius. Relative to the current spectra, the divergence spectra are rich at small wavelengths \(S_D \sim k^2 S_{u,v}\).

The \(u\) and \(v\) frequency spectra are broadly peaked about a period of 20 h encompassing a diurnal

---

**Figure 4.** Current and horizontal divergence spectra. (a) Log–log nonvariance preserving plot of along- and cross-bay wavenumber spectra. The first inset shows slopes for spectra proportional to \(k^{-1}\) and \(k^{-2}\). A second inset illustrates the 95% confidence intervals for the spectrum estimates. (b) Semi-log variance preserving plot of the frequency spectra. \(S_{uv}(k_x)\) and \(S_{uv}(k_y)\) have units of \(\text{m}^2 \text{ s}^{-2}\), \(S_D(k_x)\) and \(S_D(k_y)\) have units of \(\text{m} \text{ s}^{-2}\), \(S_{uv}(f)\) have units of \(\text{m}^2 \text{ s}\), and \(S_D(f)\) has units of \(\text{s}^{-1}\).
circulation forced by land–sea breezes, inertial oscillations, and the tides (Fig. 4b). A broad, low-frequency peak due to wind forcing is also evident, although winds during the study were relatively weak (Fig. 2). Again by contrast, the divergence frequency spectrum is relatively white and does not exhibit either of the peaks in the current spectra.

Egg concentrations were optimally interpolated onto the model grid (Bretherton et al., 1975) using observations from all 14 stations. An isotropic exponential autocorrelation function with an e-folding length of 7.5 km was used in accord with that computed by Helbig and Pepin (1998b). The interpolated Stage I plaice egg field was broadly distributed at the start of the study period with the highest concentrations at the head of the bay along Bell Island (Fig. 5a).

Figure 5. (a) Optimally interpolated initial (5 July) egg distribution; (b) estimated error; (c) optimally interpolated final (9 July) egg distribution; and (d) ‘best’ simulated final egg distribution scaled for mortality.

The predicted mean square error in this estimate displays a ‘bull’s eye’ pattern characteristic of fields observed at a scale greater than their correlation length (Fig. 5b). That is, the survey was not dense enough to resolve fine scale structure in the egg field, and the resultant initial field is overly smooth. We address the significance of this for the simulations later.

At the observed temperatures, Stage I eggs found at the start of the study would have reached the third stage of development after 6 days (P. Pepin, unpublished data) and appear to have been more patchily distributed (Fig. 5c). Peaks in abundance of Stage III eggs occurred at the south-eastern and north-western extremities of the bay, and the overall abundance decreased by ~65% (similar to other estimates of natural mortality of about 0.15 day$^{-1}$). A region of

very low abundance of Stage III eggs in the central western bay coincided with that observed for Stage I eggs during the first survey.

Best-case simulation

A series of runs with $0 \leq r \leq 1$ was made, and the fit between predicted and observed plaice egg distributions was judged objectively by the correlation between the observed and predicted values at the six stations within the model domain. The best fit was obtained for $r = 0.4$ ($R^2 = 0.53$) and represented a broad maximum in $R^2$ extending from about $r = 0.25$ to $r = 0.5$. The predicted final field (Fig. 5d) bears a strong resemblance to the optimally interpolated final field. In particular, the model reproduces the peak in the north-west corner, a peak at the head of the bay, and a zone of low concentration in between, although it also predicts a zone of very low concentration in the north-east that is not observed. In addition, once the model field is adjusted for mortality, the predicted magnitudes are similar to those observed. We conclude that the model produces a plausible result. Given the plankton sampling density, however, we emphasize that this is a partially objective conclusion and stress only that the results are plausible.

The predicted final field also bears a marked resemblance to the mean divergence (Fig. 3d): both abundance peaks lie in mean convergence zones, and the relatively sparse area separating them coincides with the large region of mean divergence. Examination of Fig. 6, which shows a progression of egg field snapshots, reveals a number of features that are clearly attributable to divergence. For example, the concentration increase in the south-west corner at hour 120 is obviously associated with a strong convergence cell. On the other hand, there also exist features that are just as clearly advective, like the northward drift of eggs near the model centre at hour 72 or the flow of low concentration water in the north-east at hour 120. These features are even more evident in Fig. 7 which shows individual forward and backward particle paths overlaid on the initial and final egg fields. Examination of this figure convincingly demonstrates that the dominant features in the predicted final field are not associated with the open boundary.

The right hand side of eqn 5 can be rewritten as $-\mathbf{u} \cdot \nabla \mathbf{c} = \mathbf{c} \mathbf{v} \cdot \nabla \mathbf{u} + K_{H} \nabla^{2} \mathbf{c}$ to explicitly separate advective and divergent effects. Each of these three terms was evaluated at a number of grid points, and all play important roles that vary with time and with location. Consider, for example, the north-west corner. Convergence establishes a small abundance peak very early (24 h) and then acts for most of the remainder of the simulation to concentrate the eggs. Advection transports particles out of this region almost continuously. The open boundary plays no significant role as is clear from Fig. 7c. Similarly, the area of the north-east corner is one of almost continuous advective loss that dominates a relatively weaker and oscillatory convergence. When convergence becomes strong late in the simulation, the egg field is so dilute that it remains so. Consider finally, the area of high concentration at the head of the bay. For the first 96 h, it is an advective source, but this advection is partially counterbalanced by convergence. During the final 48 h advection and convergence both act to increase concentration.

In general, but not always, divergence and advection play opposing roles. However, the important point is that divergence is important for this system and should not be ignored. In areas of large horizontal shear, diffusion partially compensates for advection, as the currents stir plankton patches thus sharpening concentration gradients and increasing the diffusive flux. Otherwise, diffusion generally plays a minor role.

Simulations using degraded forcing

In order to explore the questions posed in the introduction, we executed a set of simulations in which the forcing currents were degraded in time or space. However, the number of stations within the model domain was too small to allow us to evaluate these experiments using the observed plankton fields; both the optimally interpolated initial and final fields lack the small scale structure of the true fields. Consequently, we adopted the best-case final predicted field as our basis for comparison. This field is plausible and we assume that it is realistic, i.e. that it could exist in nature. Of course, it too lacks the very small scale structure found on subgrid scales (< 1 km), and our conclusions will be therefore somewhat conservative. We retained the optimally interpolated Stage I field as our initial field. We chose our measure of model accuracy, denoted here as $\epsilon$, to be the root mean square error between the predicted and base fields averaged over the full model grid and normalized by the standard deviation of the base field.

Temporal degradation was achieved by passing the currents through a set of low-pass filters (Fig. 8). Spatial degradation was achieved by subsampling the observed fields at a set of stations uniformly distributed over the model grid but with spacings that were a multiple of 1 km. The subsampled currents were then bilinearly interpolated back onto the full 1 km grid.

In addition, the effects of degrading the current field obviously depend strongly on the relative
strengths of its mean and fluctuating components, as their spectral characters differ. Indeed this is tautological for temporal filtering in which the mean is defined as a time average. We consider three cases: the observed currents (case 1M), the currents minus their temporal mean (case 0M), and the currents with their mean enhanced by a factor of three (case 3M).

To establish a level of significance for $\varepsilon$ and to try to address the importance of the accuracy of the initial plankton field, we ran a set of 100 simulations in which the initial plankton field contained realistic levels of sampling error. Specifically, for each simulation, the 14 observed values were contaminated with zero-mean Gaussian noise having a variance in accord with the observations (Pepin and Shears, 1997) to give a new set of ‘observations’ just as likely as the set actually observed. These sets were then optimally interpolated to create 100 fields that were used to initialize the model runs. The resultant $\varepsilon$ averaged over the 100 simulations was about 0.10 (Fig. 9). The distribution of $\varepsilon$ was positively skewed, with the upper 95th percentile at approximately twice the mean, consistent with expectations for patchily distributed organisms. Consequently, in the interpretation of the simulations made with degraded currents, $\varepsilon$ was considered significant if it exceeded 0.1.

As expected, predictive quality decreases steadily as the degree of temporal damping increases (Fig. 10a). For cases 0M and 1M, $\varepsilon$ exceeds the 0.1 threshold if
variability with periods greater than about 7 and 14 h, respectively, is suppressed (cf. Fig. 8). For case 3M, temporal filtering has little effect until periods of approximately 50 h are suppressed. The stronger the mean, of course, the better the prediction. The effects of spatial subsampling are more dramatic and are not as dependent on the relative strength of the mean (Fig. 10b). In fact, when the sampling interval is doubled to 2 km, exceeds the 0.1 mark in all three cases. Thereafter, the error increases steadily. The reason for the rapid decrease in quality is largely due to the high wavenumber content of the divergence (Fig. 4). As the sampling interval increases, the relative strength of the divergence field decreases more quickly than that of the current field, and the features in the base final fields that depend on divergence, like the north-west corner patch, do not appear.

DISCUSSION

Although our knowledge of both currents and plankton distributions is imperfect, recent developments in fisheries oceanography (e.g. Werner et al., 1996; Heath and Gallego, 1998) may tempt us to believe that our understanding of the physical environment is adequate to permit accurate predictions of the spatial distribution of plankton. The results of this study suggest that considerable caution should be exercised before assuming that circulation models, even very sophisticated and detailed ones, capture enough of the variability of marine systems to make accurate forecasts of plankton evolution.

In the Introduction, we posed three basic questions that addressed spatial and temporal resolution, the accuracy of initial fields, and the choice of a measure of quality. We indicated that the answers were dependent on the system of interest as well as on logistical constraints. As the present study is most relevant to the design of egg surveys used to estimate adult fish biomass, we restrict our discussion accordingly. We also note that, although was a natural choice for this study that allowed us to quantify our conclusions (some of which might seem rather obvious otherwise), other choices might be more meaningful in other situations.

Our results indicate that depends more strongly on the spatial sampling rate than it does on the temporal one (Fig. 10). We found appreciable error in all three cases (0M, 1M, 3M) for sampling intervals as small as a few kilometres; thereafter increased almost linearly, even though the most of the variance in the currents occurred at longer length scales (Fig. 4). This is primarily due to the loss of small scale variability in horizontal divergence which compresses plankton patches. Notwithstanding this, most of the error is due to misfit at larger length scales. (The final plankton fields display a \( k^{-2} \) – like spectrum in concert with their step-like character.) That is, small scale forcing is necessary in this system in order for the larger scale features to be reproduced. Relatively little difference was found between the three cases studied.

The effects of temporal degradation were less dramatic and it was not until filtering depleted the spectral peak centred on 20 h that the predictions appreciably deteriorated. Of course, not all systems will be more sensitive to spatial than to temporal resolution. For a counterexample, one need only consider a tidally driven fjordic estuary in which both cross- and along-fjord fluctuations are small compared with temporal ones. Moreover, achieving high temporal resolution in the field is not an issue, unless one relies on shipboard ADCPs. But spatial resolution is. Thus the simulations using spatially degraded currents are of far greater practical interest. Consequently, we conclude that if either the sampling strategy for an egg survey or its subsequent interpretation are dependent on a prediction of egg distribution, then the fine scale features of the circulation must be resolved – at least for systems in which horizontal divergence is likely to be appreciable.

The only realistic way to achieve this resolution is either with high-density radar based measurements (for highly buoyant species) or with a fine meshed numerical model that assimilates appropriate observations (perhaps including radar) (e.g. Bowen et al., 1995; Taggart et al., 1996; Lynch et al., 1998).

By contrast, we found relatively little impact on predictive skill due to perturbations of the initial.

plankton field. This is largely due to the importance of the divergence field in establishing the high concentration zone in the north-west corner fairly early in the simulation (Fig. 6). All that was really required was a seed population in the area.

This study represents an extreme case in which a weak mean current field is dominated by fluctuations. In systems with strong mean circulation patterns or in which the variability is largely deterministic (i.e. tidal), predictions of transport and dispersion would have greater certainty. However, our results highlight the importance of knowing the small scale horizontal divergence.

From a broader perspective, our results are relevant to the modelling of the early life history of fish. Biophysical models that include drift, growth and differential mortality in addition to transport and dispersion are limited by uncertainty in currents as well as to incomplete knowledge of biological dynamics of the plankton (e.g. spatial patterns in mortality). Progress in understanding the impact of transport on the early life history dynamics of fish will require that the stochastic elements in each of these be considered.
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