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A hybrid Landau Lifshitz Gilbert/kinetic Monte Carlo algorithm is used to simulate experimental mag-
netic hysteresis loops for dual layer exchange coupled composite media. The calculation of the rate coef-
ficients and difficulties arising from low energy barriers, a fundamental problem of the kinetic Monte
Carlo method, are discussed and the methodology used to treat them in the present work is described.
The results from simulations are compared with experimental vibrating sample magnetometer measure-
ments on dual layer CoPtCrB/CoPtCrSiO media and a quantitative relationship between the thickness of
the exchange control layer separating the layers and the effective exchange constant between the layers
is obtained. Estimates of the energy barriers separating magnetically reversed states of the individual
grains in zero applied field as well as the saturation field at sweep rates relevant to the bit write speeds
in magnetic recording are also presented. The significance of this comparison between simulations and
experiment and the estimates of the material parameters obtained from it are discussed in relation to
optimizing the performance of magnetic storage media.

� 2018 Elsevier B.V. All rights reserved.
1. Introduction

The transition from in-plane to perpendicular media was one of
several key technological advances that underpinned the exponen-
tial increase in the capacity of magnetic storage media over the last
20 years [1,2]. However, competing constraints imposed by grain
size, thermal stability and switching field impose an upper limit
on the areal bit density of single layer, perpendicular media. To
alleviate these limitations, most current magnetic storage media
is based on exchange control composite (ECC) materials in which
the individual grains comprise several layers with adjacent layers
separated by an exchange control (spacer) layer [3–6]. Varying
the thickness of this layer in ECC media provides for a degree of
optimization that allows for both a reduction in the switching field
and an increase in the thermal stability.

Given the central role of ECC media in the continued develop-
ment of magnetic storage media and the complex nature of its
magnetic structure, modelling its properties is of importance. In
this work, simulation results based on a micromagnetic model of
interacting grains are compared with a series of experimental mag-
netization curves (MH hysteresis loops) obtained from vibrating
sample magnetometer (VSM) measurements of dual layer ECC
media. Both the methodology used in the simulations and the
results obtained are of relevance to the optimization of ECC based
storage media.

The modeling of magnetization curves of highly anisotropic
materials at experimentally relevant temperatures and sweep
rates based on standard micromagnetic models represents a signif-
icant challenge. Such materials typically show a strong sweep rate
dependence as the grain reversal process is dominated by thermal
activation involving large energy barriers (DE � kBT). As a conse-
quence, the usual stochastic Landau-Lifshitz-Gilbert (sLLG) method
[1,7], widely used in micromagnetics to simulate magnetic materi-
als at finite temperature, is simply not feasible because of the long
time scales involved. Perpendicular recording media used in hard
disc drives represent an important class of such materials. By char-
acterizing the relaxation process as a sequence of quasi-
equilibrium states separated by thermally assisted grain reversals,
kinetic Monte Carlo (kMC) provides an alternative approach to
sLLG that can be applied to study such materials [8–16].

This work presents results based on a hybrid LLG/kMC formal-
ism that has previously been applied to study single layer media
[17] and MH loops of dual layer ECC media [18] at experimentally
accessible sweep rates. As shown in earlier work, the parameters
obtained from fitting experimental MH loops for ECC media based
on LLG/kMC simulations at experimental sweep rates differ signif-
icantly from those obtained using sLLG that are limited to sweep
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rates several orders of magnitude greater than those used experi-
mentally [19]. The simulation results presented here are compared
with published experimental magnetization studies that examine
the effect of the thickness of the exchange control layer in dual
layer CoPtCrB/CoPtCrSiO ECC media [20].

Our results are based on a model of the ECC media grains that
consists of two exchange-coupled Stoner-Wohlfarth particles and
provide a quantitative estimate of the relationship between the
thickness of the exchange control layer and the strength of the cou-
pling between the layers. Other quantities of interest include the
average energy barriers separating magnetically reversed states
of the individual grains in zero applied field as well as the satura-
tion field at high sweep rates. These are relevant to the long time
decay of the signal to noise ratio of the stored data and switching
fields at typical write speeds, respectively.

The outline of the paper is as follows. In Section 2, the hybrid
LLG/kMC algorithm and its application to study dual layer ECC
media is described. In Section 3, we present the methodology used
in the determination of the parameters that characterize the mag-
netic properties of the individual ECC grains together with a
detailed comparison of the simulation results based on the hybrid
LLG/kMC algorithm and experimental MH loops for dual layer
CoPtCrB/CoPtCrSiO ECC media [20]. A quantitative relationship
between the thickness of the spacer layer and the strength of the
interlayer coupling is obtained from these simulations. In Section 4,
results for the average energy barriers separating magnetically
reversed states of the individual grains in zero applied field as well
as the saturation field at high sweep rates from the simulation
results are presented. Their relevance to magnetic recording and
storage media is discussed. In Section 5, the results are summa-
rized together with possible future extensions of the methodology
and its application to ECC media.
2. The model and the hybrid LLG/kMC algorithm

The simulations are based on a model in which each of the
grains is represented by two exchange-coupled Stoner-Wohlfarth
particles, which we label as a (cap layer) and b (granular oxide
layer). The volumes of the a and b layers comprising the grains,
and the cross sectional area of the interface separating them, are
denoted by va;vb and A, respectively. The energy of the kth grain
may then be written as
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between the layers a and b, with �Ck
aa and �Ck

bb denoting the magne-

tostatic shape anisotropy for the layers a and b. ~Hl
kk0 is the interac-

tion field (exchange stiffness Al plus magnetostatic) acting on the
lth layer (l 2 fa; bg) of the kth grain due to the k0th grain, and IA rep-
resents the exchange interaction between the a and b layers within
a single grain.

The simulation of the MH loops using the hybrid LLG/kMC
approach is described in some detail for both single and dual layer
materials in Refs. [17,18]. The simulation begins with the system in
a fully saturated state with an applied field H0. The saturated state
is then input into an LLG (T ¼ 0) simulation and relaxed to a local
minimum energy state, which we denote by S0, and the interaction
field
P

k0–k
~Hl

k0k calculated for each layer (l 2 fa; bg) in each grain
(1 6 k 6 L� L). The energy of each grain may then be calculated
as a function of m̂k

l and the local minimum energy states for each
grain is determined. For grains with more than a single local min-
imum energy state we compute the rate constants rki!j between
each pair of local minimum energy states based on the
Arrhenius-Néel expression

rki!j ¼ f kij exp �DEk
ij

kBT

 !
ð2Þ

where the ordered pairs fijg label the local minimum energy states

in the kth grain connected by a minimum energy path (MEP). DEk
ij

and f kij denote the energy barrier and attempt frequency separating
the initial local minimum energy state i from the final state j. From

the rate constant, the set of wait times tki!j ¼ ðrki!jÞ
�1

log x, where x is
a uniformly distributed random number between 0 and 1, is calcu-
lated for each of the grains and the grain with the minimum wait
time tR ¼ min½tki!f � determined. Denoting the index of this grain as
kR, the quantity tR is referred to as the time to first reversal and
essentially determines the time at which the grain kR undergoes a
reversal from some initial state i to some final state f. If tR is less
than some user specified time interval Dt then a new state S1 at
time t1 ¼ tR is constructed in which the grain at k ¼ kR, initially in
state i, is replaced with the grain in state f and the system is allowed
to relax to some new local equilibrium with H ¼ H1 ¼ H0 � RtR,
where R ¼ jdH=dtj denotes the sweep rate. If, on the other hand,
tR P Dt, then the kth grain remains in the state i and S1 ¼ S0 and
the system is allowed to relax to some new local equilibrium with
H ¼ H1 ¼ H0 � RDt. This process is repeated generating a sequence
of states fS0;S1 . . .g at times ft0; t1 . . .g until the normalized magne-
tization MðSnÞ < �Ms, where Ms < 1 is some nominal value used to
define saturation.

The application of kMC to the case of single layer media is rel-
atively straightforward [17]. Each grain typically has a maximum
of two local energy minima and the location of these local minima,
the saddle points connecting them can be performed analytically
[21] and the associated rate constants evaluated [18]. The dual
layer case on the other hand presents a number of challenges.
The most obvious is the fact that it requires the numerical determi-
nation of the local energy minima, the saddle points connecting
them and the associated rate constants for each grain at each
kMC step. This is a formidable task and the efficiency and stability
of the algorithm used largely determines the feasibility of the kMC
method.

In the present work, we discretize the unit sphere that describes
the state-space of a single spin by triangulating the surfaces of
dodecahedron inscribed by the unit sphere and projecting the ver-
tices onto the surface of the sphere resulting in a 3-polytope poly-
hedron. The discretization process is described in some detail in
Appendix A. The location of the local minimum energy states of
the ECC grains are obtained by taking the vertices of the polyhe-
dron as initial states and relaxing them to a local energy minimum
using a steepest descent algorithm. States that coincide with a cer-
tain tolerance are then merged to give the local minimum energy
states of the grain. All the paths between any two local minimum
energy states can then be constructed from the edges of the poly-
hedron and the minimum energy path on the lattice determined
using a modified Bellman-Ford algorithm [22]. This provides an
initial estimate of the location of the saddle points that can be fur-
ther refined by repeatedly fitting the energy surface to a quartic
and solving for the saddle point algebraically. From this the energy
barrier separating the two states and the attempt frequency may
be calculated [18].



Fig. 1. Normalized magnetization as a function of applied field for the 14 nm
granular oxide layer, CoPtCrSiO, at a sweep rate R ¼ 7:5 kOe=s from experimental
data (blue) and kMC simulations (red). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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In addition to the complexity of the energy landscape of dual
layer ECC grains, the variation in the energy barriers can give rise
to a range of rate constants that span several orders of magnitude.
Transitions between states separated by low energy barriers do not
contribute significantly to the MH loops at experimental sweep
rates as the rapid fluctuations between these transient states mean
that they quickly equilibrate. However, such fluctuations can sig-
nificantly impact the efficiency of the kMC algorithm. How to best
to treat such fluctuations is an outstanding problem that can
restrict the applicability of the kMC algorithm [23].

The LLG/kMC code used here is programmed to detect the onset
of high frequency fluctuations by identifying grains that return to
their initial state after N kMC steps (in the present code N is set
to 32). When these high frequency fluctuations are detected, local
minimum energy states that are connected by an energy barrier
less than some predetermined threshold are combined into clus-
ters. The kMC is then reformulated in terms of a combination of
local minimum energy states and clusters [18]. If the fluctuations
persist, then the threshold is increased by a factor of 2 until such
time as the high frequency fluctuations are suppressed and the
time between successive kMC steps is appropriate. The threshold
is then gradually reduced until the high frequency fluctuations
reappear. As shown in Ref. [18], this can lead to significant
increases in performance with little loss in accuracy.
3. Simulation of dual layer ECC media

In the present model, grains are arranged on a L� L square lat-
tice with periodic boundary conditions (where L ¼ 32). The aniso-
tropy constant, anisotropy axis and the magnetization are assigned
grain-to-grain Gaussian distributions of values. The granular oxide
and cap layers were 14 nm and 4 nm thick, respectively, as used in
the experimental study [20]. Lateral grain dimensions were
7 nm� 7 nm. The finite thickness of the exchange control layer,
d, was not included in the grain geometry. A sweep rate of
R ¼ 7:5 kOe=s at temperature T ¼ 300 K was used in both the sim-
ulation and experimental studies. The material parameters used in
the simulations to fit the experimental data are shown in Table 1
and were determined as follows. Assumed values for the intralayer
exchange stiffness parameter, denoted as Aa and Ab, were guided
by previous modelling results on generic ECC media for the cap
and granular oxide layers, with moderate and weak coupling,
respectively [19]. Experimental values for Ma;Mb;Ka and Kb (see
Table 1) served as a starting point for these parameters in the
MH loop fitting procedure. To simplify fitting the MH loops for
the dual layer media, we first fit the kMC MH loop to the experi-
mental results for only the granular oxide layer. Best results were
achieved using the magnetization and anisotropy values indicated
in Table 1, along with a 10% variance in Kb and Mb among the
grains, as well as a 4� variance in anisotropy axis direction about
z. For this purpose a standard Gaussian distribution was used.
Table 1
Parameters used in modelling the cap layer (Ma;Ka and Aa) and the granular oxide
layer (Mb;Kb and Ab). Experimental values were extracted from Ref. [20].

Cap Layer Ma Ka Aa

Experimental 425 2:20� 106 —

Simulation 450 2:10� 106 2:0� 10�6

Granular Oxide Layer Mb Kb Ab

Experimental 385 3:10� 106 —

Simulation 385 3:05� 106 0:018� 10�6

Units (emu/cc) (erg/cc) (erg/cm)
The outcome of this procedure is shown in Fig. 1 and illustrates
excellent agreement between simulation and experimental results.

Having established model parameters for the granular oxide
layer, the hybrid LLG/kMC algorithm was then applied to best
reproduce the experimental MH loops in the dual layer case [20].
Here, the values of the magnetization, anisotropy and exchange
stiffness of the cap layer, together with the interlayer exchange
constant I were estimated by fitting the MH loops obtained from
the simulation results with the corresponding experimental data
with a spacer thickness of d ¼ 3:0 nm. For this layer, a larger 20%
variance in Ka and Ma (along with the same 4� variance in aniso-
tropy axis) were found to provide a good description of the exper-
imental data. Values of Ma;Ka and Aa are presented in Table 1,
while a value of I ¼ 0:05erg=cm2 was used for the interlayer
exchange coupling constant. The MH data obtained from the sim-
ulations together with the experimental data for d ¼ 3:0nm are
plotted in Fig. 2 (top left).

Assuming that, to leading order, the magnetic parameters for
the granular oxide and cap layers given in Table 1 are not affected
by the thickness of the spacer, only the value of the exchange
parameter I was adjusted to achieve the best overall agreement
between the simulations and the experimental data for
d < 3:0 nm. The parameter fitting was done by eye based on a sin-
gle kMC run for each value of d. Once a reasonable fit had been
obtained a series of 10 LLG/kMC runs were performed for each
parameter set and averaged to produce the results presented in
Fig. 2. In Fig. 3, the resulting values of the exchange parameter I
plotted against the exchange control layer thickness d and show
a roughly linear decrease of I as a function of increasing d. To our
knowledge this is the first calculation that establishes a quantita-
tive relationship between the experimental exchange control layer
thickness and the strength of the interlayer exchange in ECC media
based on experimental MH loops.

The MH loops obtained from the simulations shown in Fig. 2
give good quantitative agreement with the experimental data,
and successfully capture their essential features. Fig. 4 presents a
comparison of the nucleation, coercive, and saturation fields
Hn; Hc , and Hs, respectively, estimated from experimental and sim-
ulation results, with the definitions MðHnÞ ¼ 0:95; MðHcÞ ¼ 0:0
and MðHsÞ ¼ �0:95, respectively. The nucleation and coercive
fields show good agreement between the simulation and experi-
ment but is less satisfactory for the saturation field. In particular,
the experimental values exhibit a well defined minima in Hs for



Fig. 2. MH loops for dual layer ECC CoPtCrB/CoPtCrSiO media for a sweep rate of R ¼ 7:5 kOe=s calculated from experimental data (blue) for several values of d together with
the corresponding fit from kMC simulations (red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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d � 1:0 nm, a feature that is absent in the simulation results.
Examining the MH loops presented in Fig. 2 the discrepancy
between the experimental values of Hs and those determined from
the simulations is due in part to the shape of the tail of the MH
curve in the region H � Hs. Fig. 2 also shows that the simulation
results underestimate the drop in the magnetization observed at
H � 2 kOe for d ¼ 0:05 nm case.

4. Energy barriers and switching fields

In the previous section it was demonstrated how a detailed
comparison of the experimental MH loops and simulation studies
provided a quantitive relationship between the interlayer
exchange coupling constant (I) between the layers and the spacer
thickness (d). The model parameters obtained from this compar-
ison also allow other quantities of direct relevance to magnetic
recording and storage to be evaluated. An important example is
the reduction in the signal to noise ratio of the bit pattern stored
on magnetic media over time due to thermally activated grain
reversal in zero applied field. The rate of thermally activated grain
reversal will be proportional to the Arrhenuis-Néel factor
ðexpð�DE=kBTÞÞ where DE denotes the energy barrier separating
spin reversed states of the individual grains in zero field. Using
the parameters given in Table 1 with the variances cited in Sec-
tion 3, the distribution of energy barriers in zero applied field
has been calculated for both the single granular oxide layer and
for a system of ECC coupled grains for several values of I over the
range 0:05 erg=cm2 6 I 6 3:0erg=cm2 (note this extends the range



Fig. 3. Relationship between the interlayer coupling constant I and the exchange
control layer thickness d obtained from fitting the simulation results with
experiment shown in Fig. 2.

Fig. 4. Nucleation, coercive, and saturation fields Hn;Hc and Hs as a function of d for
both experimental and kMC simulation. The value of d for the kMC simulations is
inferred from Fig. 2

Fig. 5. Average energy barrier, DEðECCÞ, calculated for the dual layer system
normalized by the corresponding value for the single layer, DEðSLÞ, for a system
allowed to relax to equilibrium from the fully saturated state for H ¼ 0.

Fig. 6. Normalized magnetization as a function of applied field for the 14 nm
granular oxide layer, CoPtCrSiO, at a sweep rate R ¼ 7:5 kOe=s from kMC simula-
tions (blue) and R ¼ 107 kOe=s from sLLG simulations (red). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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of I values from a maximum of I ¼ 1:8erg=cm2 used in the previous
section to fit the data to I ¼ 3:0erg=cm2). In Fig. 5 we show a plot of
DEðECCÞ=DEðSLÞ, the ratio of the average energy barriers separating
the spin reversed magnetic states in the individual dual layer
grains in zero applied field, normalized with respect to the corre-
sponding average calculated for the single layer case, as a function
of the interlayer coupling constant I. We note that for the case of
very weak coupling I ¼ 0:05 erg=cm2 this ratio is very close to
unity, as we would expect, and increases with increasing I. This
increase illustrates the stabilizing effect of the exchange coupled
cap layer on the decay of the signal to noise ratio due to thermal
activated grain reversal. We also note that this ratio does not
appear to have reached its saturation value corresponding to a
completely coherent rotation of the grains [18].

In the case of single layer media with perpendicular anisotropy,
this increase in the thermal stability of the bit pattern is typically
achieved by increasing either the bit size, which reduces the areal
bit density, or increasing the anisotropy constant, which increases
the switching field required to write to the media. The advantage
of ECC media is that the effect of the exchange coupled cap layer
not only increases DE, as shown in Fig. 5, it also reduces the satu-
ration field as shown in Fig. 4. As discussed in the introduction, it is
the combination of increased thermal stability combined with
lower switching fields that is the reason why virtually all current
magnetic storage media are fabricated from ECC based materials.

Another important quantity that can also be calculated from the
parameters obtained from fitting these VSM based loops is the sat-
uration field at sweep rates relevant to the write process in mag-
netic media. As discussed in the introduction these rates are
typically several orders of magnitude higher (R 	 107 kOe=s) than
those used in VSM measurements. The rate dependence of Hs can
be clearly seen in the simulation results shown in Fig. 6, in which
MH loops are presented for the single granular oxide layer for both
R ¼ 7:5 kOe=s and R ¼ 107 kOe=s. The simulation data for the
higher sweep rate R ¼ 107 kOe=s was calculated using the finite
temperature sLLG with a value of a ¼ 0:1. The latter
(R ¼ 107 kOe=s) show a significantly higher saturation field,
HsðSLÞ ¼ 15:6 kOe, than the value HsðSLÞ ¼ 10:7 kOe obtained using
VSM sweep rates (R ¼ 7:5 kOe=s).
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In order to examine the effect of the cap layer on the saturation
field at these higher sweep rates, the kMC simulations presented in
Section 3 for dual layer ECC grains at R ¼ 7:5 kOe=s have been
extended to cover a wider range of interlayer coupling
0 6 I 6 3:0 erg=cm2 and compared with loops calculated from a
series of sLLG simulations [24] on dual layer ECC grains for
R ¼ 107 kOe=s again with a ¼ 0:1. As in the single layer case the
values of the saturation field obtained for the ECC grains
(HsðECCÞ) at the higher sweep rate are significantly larger than
those obtained using the VSM sweep rates. To demonstrate how
the effectiveness of the cap layer at the higher sweep rates, results
for normalized saturation fields HsðECCÞ=HsðSLÞ are plotted in Fig. 7
as a function of interlayer exchange constant I for both
R ¼ 7:5 kOe=s and 107 kOe=s. It should be noted that while the
curves shown for R ¼ 107 kOe=s in Figs. 6 and 7 were calculated
using sLLG, in Appendix B it is shown that similar results can be
obtained at those sweep rates using the hybrid LLG/kMC. This is
consistent with earlier studies [17] and demonstrates that the dif-
ferences between the simulation data shown in Figs. 6 and 7 are
due to the sweep rate dependence rather than the particular
method used to calculate the field dependence of the magnetiza-
tion. As discussed below the results presented in Fig. 7 show a
number of interesting features.

The first point to note in Fig. 7 is that the normalized saturation
field HsðECCÞ=HsðSLÞ calculated for R ¼ 7:5 kOe=s over the range
0 6 I 6 3:0 erg=cm2 exhibits a minimum value of
HsðECCÞ=HsðSLÞ ¼ 0:81 (corresponding to HsðECCÞ ¼ 8:7 kOe) at
I � 1:8 erg=cm2. This is not observed in Fig. 4 which only includes
results for 0 6 I 6 1:8 erg=cm2. This indicates that the minimum
value that is observed in the experimental data at
I � 1:2 erg=cm2 (d � 1:0 nm) in Fig. 4 with HsðECCÞ ¼ 7:8 kOe, also
appears in the simulations but at a somewhat higher value of I and
Hs.

The second point to note is that while the value of Hs calculated
for both dual and single layer media for R ¼ 107 kOe=s is signifi-
cantly larger than the corresponding results for R ¼ 7:5 kOe=s, a
comparison of the results presented in Fig. 7 show that the normal-
ized values of HsðECCÞ=HsðSLÞ track each other reasonably closely
for smaller values of I. However, they start to diverge at
I � 1:8erg=cm2 where the ratio HsðECCÞ=HsðSLÞ calculated at the
higher sweep rate drops below the corresponding ratio calculated
Fig. 7. Normalized saturation field HsðECCÞ=HsðSLÞ obtained from simulations
plotted as a function of the interlayer exchange constant I for R ¼ 7:5 kOe=s (blue)
and R ¼ 107 kOe=s (red) over the range 0 < I < 3:0 erg=cm2. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
for R ¼ 7:5 kOe=s, which begins to increase for I > 1:8erg=cm2.
Fig. 7 therefore suggests that the cap layer is more effective in
reducing the switching field at higher sweep rates than the results
from the lower sweep rate used in VSM measurements might indi-
cate. In addition, not only is the minimum of the ratio
HsðECCÞ=HsðSLÞ lower for R ¼ 107 kOe=s than for R ¼ 7:5 kOe=s
(0:75 vs 0:81), it occurs at a higher value of I (2:2 erg=cm2 vs
1:8 erg=cm2). This suggests that optimizing the spacer thickness
to maximise the value of Hs at the higher sweep rates results in a
larger gap (min½DEðECCÞ=DEðSLÞ� � 1:37 for I ¼ 2:2 erg=cm2) than
if it is optimized it to maximize Hs at VSM sweep rates
(min½DEðECCÞ=DEðSLÞ� � 1:28 for I ¼ 1:8 erg=cm2), thereby also
increasing the stability of the bit pattern.
5. Conclusions

A series of hybrid LLG/kMC simulation studies is applied to
model MH loops and compared with experimental results on dual
layer ECC media CoPtCrB/CoPtCrSiO in which the thickness of the
spacer is varied. A set of material parameters for the granular oxide
CoPtCrSiO, based on the values given in Ref. [20], are shown to give
excellent agreement with the experimental MH loops on single
layer media. The corresponding material parameters for the cap
layer are determined so as to give a good fit to MH loops for the
ECC data in the weak coupling limit d ¼ 3:0 nm. These are assumed
to be independent of the spacer thickness. The exchange coupling
constant between the layers, which we denote by, I, is the only
material parameter used in the simulation that depends on d and
is chosen to best fit the experimental curves. An analysis of these
results is shown in Fig. 3 which illustrates a nearly linear decrease
in I with increasing d.

While the results obtained from these simulation studies give
good overall agreement with the experimental MH loops for
exchange coupled CoPtCrB/CoPtCrSiO media, there are neverthe-
less some quantitative difference between them. Most obvious is
the dependence of the saturation field Hs on the spacer thickness.
In particular, while both the experiments and the simulations yield
a minimum value of Hs when plotted as a function of the value of
the exchange coupling constant I, the location of the minima
(I ¼ 1:2 erg=cm2 and 1:8 erg=cm2 in the experimental and simu-
lated MH loops, respectively) and the minimum value of Hs

(7:8 kOe and 8:7 kOe in the experimental and simulated MH loops,
respectively) do not quite agree. An examination of the MH loops
presented in Fig. 2 indicates that this discrepancy may be attribu-
ted in part to the detailed nature of the tails of the MH loops as
M ! �1. Such subtle differences in the simulated MH loops close
to saturation did not became apparent until after the parameters
had been determined, based on a single run, and the averaging over
several runs completed. While a more systematic approach to fit-
ting the simulated MH loops to those obtained experimentally
would undoubtedly improve the agreement between them this
would require a significant enhancement in computational effi-
ciency of the kMC algorithm to be feasible. It may also be the case
that the model employed in the analysis is too simplistic to capture
the level of detail required to accurately determine the value of Hs.
For example, the current model makes no provision, beyond the
variation in the interlayer exchange, for the effect of the finite
thickness and magnetic properties of the spacer layer.

That said, the results obtained nevertheless provide a good
quantitative description of the experimental MH loops and capture
all of their essential features. In addition, it is demonstrated how
the methodology can be used to extend the results of MH loops
obtained from VSM studies to calculate estimates of the other
properties such as energy barriers and switching fields that are
important in optimizing the performance of magnetic media, but



Fig. 8. The construction of the lattice used to discretize the points on the surface of the sphere begins with a dodecahedron shown in (a). The faces of the dodecahedron are
then triangulated, as shown in (b) and the vertices of the triangulated dodecahedron projected onto the unit sphere, to generate the polyhedron shown in (c). This process can
be iterated by successively triangulating the surfaces and projecting them out to the unit sphere. The triangulation was performed using the Mathematica ‘‘Geodesate”
function. The polyhedra generated by successive degrees of subdivision labelled by the index n, with the triangulated dodecahedron shown in (c) assigned the index n ¼ 1.
Figures (d), (e) and (f) show the polyhedra n ¼ 2;3 and 4, respectively. Table 2 lists the number of vertices, edges and faces generated with each successive subdivision.

Table 2
The number of vertices, edges and faces listed for the polyhedra for 1 6 n 6 4 where
the index n denotes the number of subdivisions of the orginal dodecahedron by
triangulation.

Index Vertices Edges Faces

n ¼ 1 32 90 60
n ¼ 2 122 360 240
n ¼ 3 272 810 540
n ¼ 4 482 1440 960
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which are nevertheless difficult to access experimentally. This
study demonstrates the significance of the kMC algorithm as one
of the few methods that can be applied to simulate the collective
behaviour of highly anisotropic magnetic materials that allows a
quantitative comparison between experimental studies (in this
case VSM measurements of MH loops) and simulations based on
standard and well established micromagnetic models.
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Appendix A. Determination of the saddle points with
discretized state space

The energy for a single grain in an effective field, given by Eq.
(1), is expressed in terms of the orientation of the magnetic
moment of each of the two layers comprising the grain. Since the
orientation of each spin can be represented by a point on a unit
sphere the state space for a system of two coupled Heisenberg
grains is therefore given by the 4-dimensional manifold S2A 
 S2B
and the energy of the system, as expressed by Eq. (1), as a scalar
function defined on this manifold. The problem is then to
determine the location of the local energy minima and the saddle
points connecting them on this manifold.

Given that the model does not assume that the direction of the
effective fields or the uniaxial anisotropy of the two layers
comprising the individual grains share common axes, symmetry
arguments cannot be applied to reduce the dimensionality of the
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problem as in Ref. [18]. Also it cannot be assumed that, following
the reversal of a given grain, the location and number of local min-
ima and the saddle points connecting them can be inferred for all
the other grains from their state prior to the reversal. This means
that locating the local energy minima and the saddle points for
each grain at each step in the kMC algorithm is a computationally
complex task.

In this paper we have implemented a scheme whereby we dis-
cretize the state space by triangulating the surface of the spheres,
S2A and S2B, with a mesh representing a discrete set of states that are
connected by a network of edges. This discretization and its con-
struction, shown schematically in Fig. 8, begins by triangulating
the faces of a dodecahedron as shown in Fig. 8(a) and (b). the ver-
tices are then projected onto the unit sphere to form a polyhedron
constructed from triangular faces shown in Fig. 8(c). This process
can be iterated by triangulating the faces to form a polyhedra with
an increasing finer mesh. Each successive triangulation is labelled
by the index n with the original polyhedron shown in Fig. 8(c)
assigned the index n ¼ 1. The mesh used is the present calculation
is based on one with n ¼ 2 and is shown in Fig. 8(d).
Fig. 9. The state space of the energy used to describe a single composite grain consistin
which defines the orientation of spin A and spin B, respectively. Two such states ar
ferromagnetically aligned grain in which both spins are orientated so the points a and b
aligned grain in with the points a and b lie in the upper and lower hemispheres, respectiv
vertices in the lower hemisphere.
Specifying the orientation of the magnetic moments of the A
and B layers in terms of the position vectors a ¼ ðx1; x2Þ and
b ¼ ðy1; y2Þ, where xi and yi denote some system of generalized
coordinates that parameterize the unit sphere (e.g. spherical coor-
dinates), the manifold S2A 
 S2B can be parameterized in terms of the
coordinates ða; bÞ ¼ ðx1; x2; y1; y2Þ. Similarly, denoting the vertices
on each of two polyhedron meshes representing the discretized
state space of the A and B layers by the sets VA ¼ fvag and
VB ¼ fvbg, with a ¼ f1;2 . . .Nvg and b ¼ f1;2 . . .Nvg, respectively,
the S2A 
 S2B manifold can be discretized by the tensor product
VA 
 VB ¼ fðva;vbÞg where the point ðva;vbÞ ¼ ðx1ðaÞ; x2ðaÞ;
y1ðbÞ; y2ðbÞÞ. We will denote the vertex ðva;vbÞ � ða; bÞ. Fig. 9
shows a schematic representation of two states ða; bÞ represented
by the blue ðaÞ and red ðbÞ markers together with nearest dis-
cretized points, denoting the two states a and b, represented by
the purple markers.

The discretized lattice can be used to determine the local min-
imum energy states by initializing the system at each of the points
ða; bÞ and then relaxing the system to a local minimum by the
method of steepest descent. Doing this for all pairs of vertices in
g of two exchange coupled moments may be represented by the manifold S2A 
 S2B
e denoted by blue and red points in (a) and (b). Figure (a) is an example of a
lie in the upper hemisphere while Fig. (b) is an example of an antiferromagnetically
ely. Note that the coordinate axes in Fig. (b) have been rotated to better illustrate the
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parallel and clustering common states during the descents locate
local energy minima. The location of these local minima, denoted
by fa; bg, will not in general correspond to a point represented
by a pair of vertices ða; bÞ defined by the discrete lattice.

To obtain the saddle points connecting these minima is some-
what more complicated. The method we used in this work pro-
ceeds in two steps. We begin by considering pairs of local
minima which we denoted by ða; bÞinitial and ða; bÞfinal and identify-
ing the vertices on the discretized lattice that lie closest to them,
which we denote by ða; bÞinitial and ða; bÞfinal, respectively. This is
shown schematically in Fig. 9 for two distinct states in which
ða; bÞinitial and ða; bÞfinal are represented by the blue and red mark-
ers, respectively and the closest ða; bÞinitial and ða; bÞfinal discretized
states by the purple markers.

In order to define a path connecting any two vertices requires
specifying the edges that join pairs of vertices in VA 
 VB. We con-
sider two types of edges in VA 
 VB constructed from edges con-
necting the vertices a $ a0 in VA, which we define as eaa0 , and
those connecting the vertices b $ b0 in VB, which we define as
ebb0 . The first set we define as Nearest Neighbour Edges (NNEs)
and are defined by eaa0 
 Ib and Ia 
 ebb0 , where Ia and Ib simply
Fig. 10. Schematic showing (a) a vertex va 2 VA (purple marker) together with all the ed
vak and (b) a vertex vb 2 VB (purple marker) together with all the edges that include vb , de
of the references to colour in this figure legend, the reader is referred to the web versio

Fig. 11. Simulated MH loops for (a) single layer and (b) dual layer ECC CoPtCrB/CoPtCrSiO
hybrid LLG/kMC (black) algorithms for R ¼ 107 kOe=s. While the data are for a single run
the differences between the results for different R values presented in Figs. 6 and 7 are
denote a $ a and b $ b, respectively. These may be understood
as follows. Consider the set of vertices ak that share an edge with
the vertex a as shown in Fig. 10(a), where the vertex a is denoted
by the purple marker and the set fakg denote the vertices that con-
nect to the vertex a through the edges highlighted in purple. The
NNE eaak 
 Ib, therefore connects the vertex fa; bg $ fak; bg. Simi-
larly we define the NNE Ia 
 ebbl as connecting the vertex
ða; bÞ $ ða; blÞ, where fblg denotes the set of vertices in VB that
share a common edge with vertex b shown in Fig. 10(b), where
the vertex b is denoted by the purple marker and the set fblg the
vertices that connect to the vertex b through the edges highlighted
in purple. We also define the Next Nearest Edges eaak 
 ebbl that
connect the vertices ða; bÞ $ ðak; blÞ.

The paths connecting the two vertices ða; bÞinitial and ða; bÞfinal
consist of a sequence of Lþ 1 vertices, which we denote by
fan; bng with 1 6 n 6 Lþ 1, connected by L edges with
ða1; b1Þ ¼ ða; bÞinitial and ðaLþ1; bLþ1Þ ¼ ða; bÞfinal. We refer to L as the
length of the path and, denoting the energy at the vertex ða; bÞ as
Eða; bÞ, we define Emax ¼ maxfEða1; b1Þ; Eða2; b2Þ . . . EðaLþ1; bLþ1Þg,
the maximum energy of the path. For the particular case in which
ða; bÞinitial and ða; bÞfinal denote the vertices that lie closest to the
ges that include va , denoted by eaak (purple lines) and which connect to the vertices
noted by ebbl (purple lines) and which connect to the vertices vbl . (For interpretation
n of this article.)

media with I ¼ 0:05 erg=cm2 calculated using finite temperature sLLG (red) and the
only the nevertheless show remarkably good agreement, clearly demonstrating that
due to the different sweep rates not the algorithm used to calculate them.
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local minimum energy states ða; bÞinitial and ða; bÞfinal we define the
optimal energy path connecting these two vertices as the path that
minimizes (a) Emax and (b) L. The vertex with the maximum energy
on the optimal energy path connecting the vertices ða; bÞinitial and
ða; bÞfinal provides an initial estimate of the location of the saddle
point that connects the local energy minima ða; bÞinitial and
ða; bÞfinal that can be further refined by repeatedly fitting the energy
surface to a quartic and solving for the saddle point algebraically.

While it is difficult to visualize paths on a four dimensional
mesh it is, in this case at least, straightforward to construct and
enumerate all distinct paths connecting any two vertices. Using
the Bellman-Ford [22] algorithm it is possible to efficiently search
every path connecting any pair of local minima and determine the
optimal energy path.

Appendix B. Comparison of kMC and sLLG algorithms

MH hysteresis loops for R ¼ 107kOe=s obtained using both sLLG
and the hybrid LLG/kMC formalism are presented in Fig. 11 for
both single layer and dual layer media with I ¼ 0:05 erg=cm2. Both
sets of data are from a single run and while there are minor quan-
titative differences the agreement between the two data sets is
quite remarkable.

This is consistent with earlier results in which MH loops calcu-
lated over a range of sweep rates using both sLLG and the hybrid
LLG/kMC method are compared [17,18] and are shown to be in
good agreement. The range of sweep rates over which this agree-
ment extends is limited by the computational time required to
generate an MH loop using sLLG at very low sweep rates and by
the increasing importance of dynamical effects in the reversal
process at very high sweep rates. However, for the sweep rates
considered in this study the dependence of the magnetization on
the applied field is dominated by thermally activated reversal of
the magnetization within the individual grains. Therefore, while
in principle at least, the field dependence of the magnetization
can be modelled equally well using either sLLG or the hybrid
LLG/kMC method, at sweep rates used in the experimental VSM
studies, the computational times required by sLLG are such that
it is not a feasible approach.
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