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Abstract
We extend a renormalization group-based (RG) coarse-graining method for micromagnetic
simulations to include properly scaled magnetostatic interactions. We apply the method in
simulations of dynamic hysteresis loops at clinically relevant sweep rates and at 310 K of iron
oxide nanoparticles (NPs) of the kind that have been used in preclinical studies of magnetic
hyperthermia. The coarse-graining method, along with a time scaling involving sweep rate and
Gilbert damping parameter, allow us to span length scales from the unit cell to NPs
approximately 50 nm in diameter with reasonable simulation times. For both NPs and the
nanorods composing them, we report effective uniaxial anisotropy strengths and saturation
magnetizations, which differ from those of the bulk materials magnetite and maghemite of
which they are made, on account of the combined non-trivial effects of temperature, inter-rod
exchange, magnetostatic interactions and the degree of orientational order within the nanorod
composites. The effective parameters allow treating the NPs as single macrospins, and we find
for the test case of calculating loops for two aligned NPs that using the dipole approximation
is sufficient for distances beyond 1.5 times the NP diameter. We also present a study on
relating integration time step to micromagnetic cell size, finding that the optimal time step size
scales approximately linearly with cell volume.

Keywords: magnetostatics, Landau–Lifshitz–Gilbert equation, micromagnetics,
coarse-graining, magnetic hyperthermia

(Some figures may appear in colour only in the online journal)

1. Introduction

The use of micromagnetics based on the Landau–Lifshitz–
Gilbert (LLG) equations for the simulation of dynamic hys-
teretic magnetization-magnetic field (MH) loops at room
temperature and at kHz frequencies relevant for magnetic
hyperthermia applications offers a challenging area of the
study for coarse graining. For numerical studies based on
micromagnetics, hysteretic heating is typically associated with

∗ Author to whom any correspondence should be addressed.

the specific loss power (SLP) and is assumed to be propor-
tional to the area of a calculated MH loop. In a recent work
[1] (hereafter referred to as I), we employed and modified
a renormalization group (RG) approach introduced by Grin-
stein and Koch [2] for our model system of magnetite (Fe3O4)
nanorods that form the building blocks of nanoparticles used
in preclinical magnetic hyperthermia trials on mice [3]. Our
study focused on MH loops and demonstrated that for the case
of individual nanorods, where exchange interactions, uniax-
ial anisotropy, and a sinusoidal external field are included in
the model of uniformly magnetized cells, the RG approach
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works well over an entire range of fixed-volume rods com-
posed of from 10 752 cells (b = 1) to one cell (b = 22), where
the smallest cell size of the scaling parameter b = 1 cor-
responds to the dimensions of the magnetite unit cell. Our
work also illustrated that significant additional computational
speed-up can be achieved over the dynamic range of inter-
est by maintaining a constant value for SR/α, where SR is
the designated sweep rate (in units of Oe s−1) of the MH
loop simulation and α is the LLG damping constant. This
work, which employed the object oriented micromagnetic
framework (OOMMF) micromagnetics software [4], omitted
explicit magnetostatic interactions but these were accounted
for through an effective uniaxial anisotropy.

Here, our previous work is extended with several objec-
tives. The first is to develop a coarse-graining algorithm for
dynamic MH loops for a single nanorod that has explicit mag-
netostatic interactions included (in addition to the scaling of
the magnetization, exchange, anisotropy and applied field used
previously), which were mentioned only briefly in the RG
analysis of Grinstein and Koch [2]. This study allows for
the estimation of an effective single-ion anisotropy that mim-
ics the effects of the self-demag field. The second goal is to
examine MH loops corresponding to magnetic nanoparticles
(NPs) that are constructed from the nanorods, where inter-rod
exchange and inter-rod magnetostatic interactions are impor-
tant. This part of the study examines the case of just two adja-
cent nanorods in various geometries (appendix B), as well as
composites of 10 stacked nanorods, inspired by the experi-
mental study of Dennis et al [3]. Different stackings represent
varying degrees of orientational order of nanorods within a
NP. Loops corresponding to a variety of applied field orien-
tations are examined. The third goal is to find the effective
magnetization and anisotropy that allows the modelling of a
NP as a single macrospin, both in the case of a single NP in a
field and for two interacting NPs. This macrospin approxi-
mation may be useful for further study of NP assemblies. In
addition, the impact of cell size on the assigned time step in the
OOMMF LLG solver is studied, where a larger time step can
be used with larger cell sizes resulting in an additional increase
in computational efficiency.

Magnetic hyperthermia as a novel and developing can-
cer treatment method continues to attract considerable atten-
tion at the applied as well as fundamental level [5–10].
A wide range of preclinical studies have been reported using
magnetic hyperthermia as a primary or secondary cancer treat-
ment along with conventional chemotherapy or radiotherapy
[3, 11–13]. Moreover, recent analytical and numerical studies
[8, 14–19] reflect the growing need for understanding the heat-
ing mechanisms of magnetic hyperthermia to provide a more
accurate guide for experiments.

In magnetic hyperthermia, injected magnetic nanoparti-
cles exhibit hysteresis under applied magnetic field and heat
up and damage cancerous tumor cells. As nanoparticles are
mobile inside the tumor upon injection, exploring the effects
of interactions between magnetic particles, as well as possible
heating mechanisms such as Brownian rotation or hysteresis
heating (Néel relaxation), is crucial for understanding particle
clustering and heating efficiency. To this end, many studies

have investigated the impact of long range dipolar interactions
on hyperthermia with interesting and related results [8, 16, 18,
20–23]. For example, Anand et al [16] examined the effect
of dipole interaction strength on the heating efficiency of
micron-sized particles and showed that there is an optimal
NP volume fraction for maximizing SLP. Haase and Nowak
[21] reported a negative effect of dipolar interactions on SLP
at high particle concentrations. By contrast, Landi [20] used
a mean field theory and found that the dipole interactions
increase the energy barrier between stable configurationsof the
magnetization. He deduced that dipolar interactions improve
SLP as long as certain conditions of the energy barrier of the
system are met. Such studies motivate a bottom-up approach
to determining and modeling effective interparticle interac-
tions, and underline the importance of including magnetostatic
interactions in our scaling approach.

This paper is organized as follow. Our model is described
in section 2. Section 3 summarizes the coarse-graining scheme
we use and in section 4 we test the scaling method for mul-
tiple nanorods. In section 5, three nanorod composites of
varying internal orientational order are introduced and their
effective macrospin parameters are determined. In section 6
we study the hysteresis loops of 2 NPs as a function of separa-
tion, and test the macrospin models in this context. Finally, we
present our conclusions in section 7. As choosing the proper
time step for simulating a system of study is another challeng-
ing detail in such numerical studies [24, 25], we address it for
our system in appendix A. In appendix B, we present results on
the interplay between inter-rod exchange, magnetostatics and
relative placement of two nanorods.

2. The model

We wish to simulate iron oxide nanorods made of magnetite
or maghemite (γ-Fe2O3), while including magnetostatic inter-
actions. These two iron oxides have similar magnetic param-
eters, with the exception of crystalline anisotropy, which is
cubic in magnetite and uniaxial for maghemite. Our research
is inspired by experimental results reported by Dennis et al
[3], in which nanorods are the building blocks of nanoparticles
(see figure 2 therein). We study here assemblies of up to ten
nanorods as single nanoparticles to explore their collective
heating behaviour by calculating hysteresis loops. The size of
simulated nanorods and resulting NPs reflect those studied in
reference [3].

For simulating nanorods with nominal dimension 6.7 nm ×
20 nm × 47 nm (figure 1), we use the OOMMF [4] soft-
ware package, and the smallest simulation cell we use has
the dimensions of the unit cell of ferrimagnetic magnetite,
represented by a single magnetization vector. OOMMF imple-
ments magnetostatics by calculating the demagnetization
field at each cell using the expressions found in references
[26, 27], and employs fast Fourier transforms for computa-
tional efficiency. We employ the theta evolve module [28]
required for simulations at finite T . The LLG equation is com-
monly used to describe the dynamics of magnetic moments
[29–31] by describing the precession and damping of a cell’s
magnetic moment in an effective field. The value of damping
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Figure 1. Coarse-graining model of a magnetite nanorod. The smallest micromagnetic cell corresponds to the cubic unit cell of length
a0 = 0.839 nm with ferrimagnetic atomic spins represented by single magnetic moment. Larger cells are characterized by a length ab = ba0
for b > 1. The number of cells is reduced from 56 × 24 × 8 = 10 752 to Nb = 10 752/b3 = 1344, 168 and 21 for b = 2, 4 and 8
respectively. A single block corresponds to b = 22. Nanoparticles are made of nanorods.

constant α, representative of energy dissipation, for magnetite
films has been reported in a range from 0.03 to 0.2 depending
on the thickness [32]. Setting α = 0.1 for our system size
is consistent with other reported micromagnetic studies
[33, 34]. The effective field combines Zeeman, exchange,
magnetocrystalline anisotropy and magnetostatic terms.
Additionally, Brown [31] provided a formalism to add thermal
effects into the calculations via a random effective field. It
is known that thermal fluctuations are more pronounced for
smaller simulation volumes prone to superparamagnetism and
simulation results strongly depend on cell size [2, 24, 35]. We
explore the cell size and time step correlation in appendix A
for simulations at finite T.

As in I, we use the bulk magnetite parameters with a satura-
tion magnetization Ms = 480 kA m−1 [36–38] and exchange
stiffness constant A0 = 0.98 × 10−11 J m−1 [38–44] which
leads to the critical temperature of Tc = 858 K for its cubic
unit cell size a0 = 0.839 nm. Magnetite (Fe3O4) possesses
cubic crystalline anisotropy [5, 33, 37, 45, 46], and as it has
only a weak tendency to produce hysteresis, we omit it in mag-
netite simulations. However, nanorods may contain significant
amounts of maghemite with uniaxial crystalline anisotropy
with energy density of K0 = 10 kJ m−3 [5, 33, 47], used in
maghemite simulations in the present study. Otherwise, we use
the same parameters for maghemite as for magnetite.

To restrict the uncontrolled heat generated by eddy cur-
rents in the surrounding tissue, the product of amplitude and
frequency of the AC magnetic field should be less than a
threshold that limits the sweep rate of the applied AC field
to SR = 4Hmax f < 0.25 Oe ns−1 [36, 48], with frequency f
of a sinusoidal field of amplitude Hmax. (It is noteworthy that
safe higher thresholds have been reported for particular types
of cancerous tissue [15, 49]). As in I, all of the dynamic hys-
teresis loops reported in the present study are performed at
T = 310 K, and we use SR = 25 Oe ns−1 and α = 10. This

combination of SR and α is equivalent to the hyperthermia-
relevant SR = 0.25 Oe ns−1 and α = 0.1 for magnetite NPs.
This method of increasing α to simulate an effectively slower
SR provides significant computational speed-up [1].

The nanorod that we simulate has dimensions 8a0 ×
24a0 × 56a0 (with volume V rod = 6350.0 nm3), with its
longest edge along the z axis. The rod is made up of Nb

cubic cells with side length ab = ba0 (b = 1, 2, 4, 8) while
the volume of the rod is fixed for all simulations. A rod is
composed of 10 752 cells when the smallest cell (b = 1)
is used, and employing larger cells reduces the number of
cells dramatically, as Nb = 10 752/b3, to 1344, 168 and 21
for b = 2, 4 and 8, respectively. Ultimately, RG scaling
enables the description of a rod as a block, corresponding to
b = 22 ( 3

√
8 × 24 × 56), with a single magnetization vector

with essentially the same hysteresis loop as obtained with
the smallest cell size, even with magnetostatic interactions
included. The impact of coarse-graining on loops is then exam-
ined for collections of nanorods that form nanoparticles as a
foundation for simulating groups of NPs; see figure 1.

In calculating hysteresis loops for any cell size, we apply
an external magnetic field (usually) along the z axis of
H(b) = Hmax sin(2π f t). When uniaxial anisotropy is present,
anisotropy directions for different cells within a nanorod are
given by small random angles from the long axis of the rod
(usually the z-axis) drawn from a normal distribution with a
standard deviation of 5◦, i.e., anisotropy is along the long axis
but with a small dispersion to imitate lattice disorder [18, 33].
M(b) is the component of the magnetization along the field
axis, which we calculate by averaging over 90 to 100 inde-
pendent simulations (averaging at each value of the field). We
report either M(b) or its normalized form mH = M(b)/Ms. At
the beginning of a loop calculation, magnetic moments are ran-
domized and M(b) is approximately zero. For the first quarter
period, H(b) goes from 0 to Hmax, and we report results for the
subsequent period.
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Figure 2. (a) Rod hysteresis loops when none of the magnetic parameters are scaled. (b) Scaling based on our modified Grinstein–Koch RG
method [1, 2] (δ � 0.511) as in equations (1)–(5), but with no scaling of magnetostatic interactions. (c) Magnetostatic energy is scaled with
the factor Dscl = ζ(b)3.

The error bars for the coercive field Hc are calculated as
one standard error above and below its mean value, obtained
by considering the standard deviation of the mean of Hc over
the simulation ensemble used for each loop calculation, rather
than considering the mean value of mH and its standard
deviation.

3. Coarse-graining and demagnetization

A few different approaches to scaling magnetic parameters
such as K and A with simulation cell size have been pro-
posed in the literature [2, 50–52]. As presented in I, we fol-
low a modified version of the RG approach of Grinstein and
Koch [2], which results in a set of equations for the mag-
netization, exchange stiffness, applied field, and anisotropy
constant,

M0 = δζ(b)M(b) + (1 − δ)M(b) (1)

A(b) = ζ(b) × A0 (2)

H(b) = ζ(b) × H0 (3)

K(b) = ζ(b)3 × K0 (4)

where,
ζ(b) = t/b + 1 − t, t = T/Tc, (5)

A0, K0, H0 and M0 are the quantities for simulations using
cell size a0, Tc is the critical temperature, and the quantities
A(b), K(b), H(b) and M(b) are those for a simulation where
the cell size is ab = ba0 (with b > 0). For example, in carry-
ing out a simulation with b = 2, the cell length is increased
to 2a0, the anisotropy parameter set as input to the program
is ζ(2)3K0, the exchange constant is set to ζ(2)A0, the magni-
tude of the field entered into the program is H(2) and the pro-
gram returns M(2). One then calculates M0 from equation (1)
in order to compare to the results of a simulation carried out
with cell length a0, anisotropy K0, exchange A0 and field H0.
The phenomenological parameter δ = 0.511 was determined
in I from the T dependence of M for our nanorods. In the
present work, we propose and test a scaling for magnetostatic
interactions not previously considered.

As a first step in determining a scaling for magnetostatic
interactions, we calculate a reference hysteresis loop for b = 1
for a maghemite nanorod by running simulations using A0

and K0 for the exchange and uniaxial anisotropy parameters,
respectively, and include magnetostatic interactions. Results
are given by the red curve in all panels of figure 2. We then
carry out loop simulations with cell sizes ba0, for b = 2, 4,
and 8. For b = 22, the dimensions of the single cell are those
of the nanorod itself. For these simulations, we use unrenor-
malized exchange and anisotropy parameters A(b) = A0,
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K(b) = K0, and again include magnetostatic interactions. The
loops resulting from these non-scaled simulations are plotted
in figure 2(a), showing a very significant increase in loop size
as cell size increases.

We repeat the loop calculations for b > 1 using values of
A(b) and K(b) from equations (2) and (4), respectively, and
with M and H scaled via equations (1) and (3), so that we
plot mH = M0/Ms = (δζ(b) + 1 − δ)M(b)/Ms as a function
of H0 = H(b)/ζ(b), and again we include full magnetostatic
interactions. The resulting hysteresis loops are different for
different b, with coercivity increasing with cell size, as shown
in figure 2(b).

From the above results, it is clear that magnetostatic inter-
actions need to be scaled as cell size changes. Looking at
the energy terms in the Hamiltonian (see appendix A) and
noting that the exchange energy (aA

∑
mi.m j) is propor-

tional to the cell length and A is scaled with ζ(b), whereas
the magnetocrystalline anisotropy energy (Kuv sin2(mi.u)) is
proportional to the cell volume and Ku is scaled with ζ3(b),
we propose a ζ3(b) scaling for the demagnetization energy,
which is also proportional to the cell volume. The magneto-
static energy is μ0vM2

s m · N · m/2, where the demagnetization
tensor N is determined by the geometry of the system. We
repeat the loop calculations for b > 1, again using RG scaling
for A, K, M and H, but now multiply magnetostatic energies
and torques by ζ(b)3. As can be seen in figure 2(c) the collapse
of the data is reasonably good. The loop areas for b = 1, 2, 4,
8 and block simulations are 1881, 1706, 1691, 1703, 1800 Oe,
respectively. The smallest loop area (for b = 4) is 10% smaller
than the area for b = 1. We note that comparing the above hys-
teresis loops with a system without magnetostatic interactions
(figure 2(c) in I) supports a result from Mehdaoui et al [8],
namely, that including magnetostatic interactions increases the
squareness of the loops.

To accomplish the scaling of magnetostatic interactions
when using OOMMF, we take the approach of scaling Ms,
while ensuring that all other terms in the effective field remain
unchanged. The magnetostatic energy is proportional to M2

s .
Therefore, multiplying Ms by ζ(b)3/2 results in the desired
scaling of magnetostatic interactions with ζ(b)3. At the same
time, scaling Ms changes the non-magnetostatic contribu-
tions to the effective field entering the LLG calculations,
namely the exchange, anisotropy and thermal contributions.
We must therefore introduce additional scaling to preserve
Heff = Hexch + Hanis + Hext + Hthermal invariant to changes in
Ms. Thus, when changing program input Ms to Msζ(b)3/2, we
must additionally change A to Aζ(b)3, K to Kζ(b)3/2 and T to
Tζ(b)3/2 in order to keep field strengths Hexch = 2A/μ0aM2

s ,

Hanis = 2K/μ0Ms, and Hthermal =
[
2αkBT/(γμ0MsVΔt)

]1/2

unaltered. The end result is that in order to carry out a
simulation at b > 1 and temperature T0, we first calculate
ζ = ζ(T0, b), and then set program inputs to Ms = Ms0ζ

3/2,
A = A0ζ

4, K = K0ζ
9/2, and T = T0ζ

3/2. The external field
H(b) is unchanged. This recipe combines the RG scaling of A
and K with appropriate scaling of magnetostatics, and yields
M(b).

The next step is to model the collective effect of the magne-
tocrystalline anisotropy, exchange and magnetostatic interac-
tions of a rod with a single magnetization (macrospin) subject
to uniaxial anisotropy. This step is justified by the rather good
agreement in the MH loops between the fine grain simula-
tion (b = 1), and the single block case (b = 22), for which a
single magnetization represents the entire rod and no explicit
exchange interactions are present. This macrospin descrip-
tion is known as the Stoner–Wohlfarth (SW) model, and the
Hamiltonian is,

H = Hanisotropy +HZeeman,

Hanisotropy = −Keffv(m · u)2,

HZeeman = −μ0Meff
s v(m · H),

(6)

where the uniaxial anisotropy has energy density Keff with its
axis along u, and the single magnetization vector has direc-
tion m and magnitude Meff

s . Keff and Meff
s arise from the

combined effects of self-demagnetization, magnetocrystalline
anisotropy, exchange, and temperature. For the macrospin
model of the nanorod v = V rod. μ0 is the permeability of
free space and H is the externally applied field. This SW
macrospin model may be useful for simulating a group of
nanorods in solution, for example, and it is understood that
interactions between rods include magnetostatic interactions,
perhaps in the dipole approximation. This macrospin descrip-
tion differs from the b = 22 block model in that, first, the
self-magnetostatic interaction is accounted for by the effec-
tive uniaxial anisotropy, and second, there is no need to worry
about the procedures to implement RG and magnetostatic
scaling.

To find the appropriate parameters to model the nanorod
as a SW-macrospin at 310 K, we calculate the hysteresis
loop of the nanorods modelled using b = 4, averaging over
field directions. Given the symmetry of the rod, we integrate
directions over a spherical octant, and, following the numeri-
cal algorithm presented in reference [53], we employ a seven-
point integration scheme, with directions shown in the inset
of figure 3(a). We also calculate the directionally averaged
loop for a SW particle at 310 K by simulating 1000 parti-
cles with random orientations (uniformly over a sphere), and
then scaling the parameters of the SW particle to match Hc

and remanent magnetization Mr of the rod. For a magetite
rod (K = 0), we find that Keff = 15.7 kJ m−3 and Meff

s = 0.73
Ms = 350 kA m−1. Results are plotted in figure 3(a). It is
important to note that if one wished to plot mH , one should nor-
malize MH by Ms, rather than by Meff

s , in order to compare with
nanorod loops. For a maghemite rod (K0 = 10 kJ m−3), we find
Keff = 19.4 kJ m−3 and Meff

s = 0.73Ms = 350 kA m−1.
From the loops shown in figure 3(a), it is clear that the rod

does not precisely follow the SW model. This is because the
magnetostatic interactions within the rod only approximately
map to a single anisotropy axis. In figure 3(b), we plot the
MH loops for the b = 4 approximation for the rod and the SW
counterpart when the field is along the z axis, i.e., along the
anisotropy axis. In this case, we find a smaller value of Keff =

5



J. Phys.: Condens. Matter 33 (2021) 215801 R Behbahani et al

Figure 3. Comparison of macrospin models (dashed and dot-dashed lines) with magnetite and maghemite nanorods (solid lines with
symbols) for (a) rotationally averaged external field (inset shows field directions used in the numerical integration used to obtain the
average), and (b) external field along the z axis. Macrospin models in (a) and (b) have Meff

s = 350 and 384 kA/m, respectively.

Table 1. The effective anisotropy and saturation magnetization of
macrospins equivalent to simulated nanorods and nanoparticles. Keff
and Meff

s are summarized for results shown in figure 3 for nanorods,
and figure 5 (rotationally averaged) and figure 6 (field along z) for
NPs. The bulk saturation magnetization is Ms = 480 kA m−1. The
nanorods have dimensions 6.7 nm × 20 nm × 47 nm, and
consequently the NPs have an approximate diameter of 47 nm.

Material Object
Keff

(kJ m−3) H
Meff

s

(kA m−1)

Fe3O4 Nanorod 15.73 Rot. avg. 350
Fe3O4 Nanorod 15.0 ‖z 384
γ-Fe2O3 Nanorod 19.4 Rot. avg. 350
γ-Fe2O3 Nanorod 18.7 ‖z 384
Fe3O4 6z4y NP 4.80 Rot. avg. 382
Fe3O4 6z4y NP 3.64 ‖z 382
γ-Fe2O3 6z4y NP 5.70 Rot. avg. 382
γ-Fe2O3 6z4y NP 4.90 ‖z 382
γ-Fe2O3 8z2y NP 8.78 Rot. avg. 382
γ-Fe2O3 8z2y NP 6.32 ‖z 382
γ-Fe2O3 10z NP 10.79 Rot. avg. 382
γ-Fe2O3 10z NP 7.63 ‖z 382

15.0 kJ m−3 for magnetite, with Meff
s = 0.8Ms = 384 kA m−1.

This value of Keff is smaller than the analytical result at
T = 0, KT=0

eff = 20.5 kJ m−3, which we obtain by follow-
ing references [26, 27, 29, 54]. For maghemite, we obtain
Keff = 18.7 kJ m−3 with Meff

s = 0.80Ms = 384 kA m−1.
All effective parameters are summarized in table 1.

4. Coarse-graining for multiple nanorods

As our goal is to simulate magnetic nanoparticles made
of nanorods, we test the proposed scaling method for
a collection of eight maghemite nanorods in two stacks
of four as shown in the inset of figure 4. Simulations
include magnetostatics, intrarod [A(b)] and inter-rod (Ar−r)
exchange interactions at half strength [Ar−r = 0.5A(b)],

magnetocrystalline uniaxial anisotropy along the rod’s long
axis and a sinusoidal field applied along the z axis.

Simulated MH loops for the eight-rod bundle show good
agreement for b = 2, 4 and 8, whereas the loop is significantly
different for a bundle of eight blocks (b = 22) as shown in
figure 4(a). Clearly, modelling the nanorod as a block with
a single magnetization does not allow portions of a nanorod
to flip independently of the rest of the rod, and hence the
shoulder regions of the loop in particular are susceptible to
unphysical behaviour. Thus, magnetostatic interactions limit
the present prescription for coarse-graining in the case of
bundled nanorods.

We expand our exploration by comparing the average MH
hysteresis loop of this group of nanorods when the applied
field is rotationally averaged. Interestingly, averaging over
field directions masks the discrepancy between b = 4 and the
block approximation, as shown in figure 4(b). We conclude
that b = 4 is a reasonable level of coarse-graining for the
investigation of multiple-rod configurations in the remainder
of the present work.

In appendix B, we investigate the interplay between mag-
netostatic interactions, inter-rod exchange, and geometric
arrangement for a system of two nanorods. We find that the
dynamics may be complex, such that, for example, increasing
Ar−r does not necessarily increase loop area.

5. Nanoparticles

Our basic model of nanoparticles composed of nanorods is
inspired from the experimental study by Dennis et al [3].
There are, however, no data on how nanorods are packed
within a nanoparticle, and two extreme possible assem-
blies are a totally ordered stack of nanorods and a random
cluster of nanorods [6]. Among various possible arrange-
ments, we choose three assemblies containing 10 maghemite
(K0 = 10 kJ m−3) nanorods, one with all the nanorods along
the z axis (which we label 10z), another one with 8 along the
z axis and 2 along the y axis (8z2y) and a third arrangement
with 6 nanorods along z and 4 along y (6z4y), as shown in

6
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Figure 4. Scaling applied to a bundle of 8 nanorods with inter-rod exchange Ar−r = 0.5A(b). (a) Loops corresponding to simulation cells of
length ab = ba0 for b = 2, 4, 8 and 22 (block) for a field applied along the z axis. (b) Loops with a rotationally averaged field for nanorods
modelled with b = 4 and 22 (block).

Figure 5. Three different NPs, 10z, 8z2y and 6z4y, each assembled from 10 maghemite nanorods. The right graph shows the NP hysteresis
loops for rotationally averaged field (solid curves with symbols), and loops for their equivalent macrospins with the same Mr and Hc (dashed
curves). Macrospins equivalents to each NP have Keff = 5.70, 8.78 and 10.79 kJ m−3 for 6z4y, 8z2y and 10z NPs, respectively, and
Meff

s = 382 kA m−1.

figure 5(a). With these three choices, we mimic some degree of
disorder by varying the degree of rod alignment. To compare
the heating efficiency of these constructions with the experi-
mental results, we calculate the rotationally averaged hystere-
sis loop, coarse-graining the rods at the b = 4 level (includ-
ing magnetostatic scaling) and assuming Ar−r = 0.5A(b). As
expected, assemblies with more parallel nanorod arrangement
exhibit wider hysteresis loops, as shown in figure 5(b), which
leads to higher heating efficiency.

The next step in simplifying the simulation of NPs is to find
the magnetic parameters of a SW macrospin that gives the most
similar MH hysteresis loops (the same Mr and Hc) to nanopar-
ticles of the same volume. This level of modelling enables
the description of a complex nanoparticle made of nanorods
with a single macrospin and replacing all the magnetostatic
and exchange interactions inside the NP with an effective

uniaxial anisotropy of the macrospin. The resulting fits, made
by adjusting Keff and Meff

s , are shown in figure 5(b), and the
effective uniaxial anisotropy for the three maghemite nanopar-
ticle models 10z, 8z2y and 6z4y are 10.79, 8.78 and 5.7 kJ m−3,
respectively, with effective saturation magnetization equal to
Meff

s = 0.795Ms = 382 kA m−1 for all three models. Effec-
tive parameters for maghemite and magnetite nanoparticles are
given in table 1.

As with the case of individual rods, it is expected that a
single anisotropy axis is not completely sufficient to model
the magnetic response. Figure 6(a) shows the response of the
6z4y magnetite nanoparticle model to both rotationally aver-
aged fields and for fields along x, y and z directions, along
with corresponding responses of the SW macrospin model
that best matches the rotationally averaged response of the
nanoparticle (Keff = 4.8 kJ m−3). The nanoparticle loops for
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Figure 6. Impact of changing field direction on loops for NPs composed of rods (solid lines with symbols), and equivalent macrospin (MS)
particles (broken lines). (a) Magnetite for three field directions. A MS particle with Keff = 4.8 kJ m−3 and Meff

s = 382 kA m−1 has the same
Mr and Hc as a 6z4y magnetite NP (K0 = 0) under rotationally averaged field (inset), whereas it exhibits different MH hysteresis loops when
field is applied along the x, y or z axes. For the field applied along the z axis, a MS with Keff = 3.64 kJ m−3 (black dotted line) yields
approximately the same hysteresis loop to the NP (open circles). (b) Maghemite for the field along z. Keff decreases relative to the
rotationally averaged case (see figure 5(b)), and has values 4.90 kJ m−3, 6.32 kJ m−3 and 7.63 kJ m−3 for the 6z4y, 8z2y and 10z maghemite
NPs, respectively.

the x and y directions are non-linear at moderate field mag-
nitudes and have non-zero loop areas, while the macrospin
model shows linear response until saturation and zero loop
area. Also shown is the loop for the macrospin model with
a reduced effective anisotropy (Keff = 3.64 kJ m−3) that best
matches the nanoparticle’s response to a field in the z direction.
Figure 6(b) shows that lower values of Keff are need to repro-
duce the response of maghemite nanoparticles to fields along
z. The equivalent effective anisotropy under Hz decreases to
4.90, 6.32, and 7.63 kJ m−3 for 6z4y, 8z2y, 10z maghemite
nanoparticles, respectively. Effective parameters are summa-
rized in table 1. The up to approximately 35% difference in
Keff values comparing rotationally average and z responses can
either be regarded as a model error when using the macropsin
model for future purposes, or one may preferentially choose
one scenario over the other depending on context. For example,
in a medium in which the nanoparticles are free to rotate
and therefore can align anisotropy axes along the field,
the lower Keff values obtained from the z response should
be used, while for randomly oriented particles unable to rotate,
the rotationally averaged may be more relevant.

6. Interacting nanoparticles

As a prelude to later explorations of the collective heating
behavior of NP chains, as in reference [55], we simulate two
magnetite 6z4y NPs (K0 = 0) and study how their hystere-
sis loop changes as the nanoparticle center-to-center distance
r varies from one to three NP diameters (d = 47.0 nm). For
these simulations, the rod centres and the majority of the rod
long axes of both NPs lie on (or parallel to) the z axis, the
external field is also along z, and we use b = 4 for coarse-
graining (including magnetostatic scaling). This arrangement
mimics chain formation when NPs are free to move and
rotate. As shown in figure 7(a), the hysteresis loop area is
larger in the case of two interacting chained NPs compared

to isolated NPs. This is in agreement with reported results
[8, 18, 22]. We note that the normalization of the loop is such
that the total heat released would require multiplication by the
number of particles in the system. As r increases, the effect of
magnetostatic interactions between NPs is reduced and their
loop area shrinks [17]. By r ≈ 3d, the loop is approximately
the same as for noninteracting NPs.

To quantify the r dependence of the loop area and Hc, we
plot the difference in areasΔS between loops for the 2-NP sys-
tems and individual NPs (ΔS =Area(2NPs) −Area(1NP)), as
well as the difference in the coercivitiesΔHc, as functions of r
in figure 7(b). As may be expected, for r > 1.5d, ΔS and ΔHc

decrease with a 1/r3 dependence, just as the energy between
two dipoles does. This motivates using the dipole approxima-
tion to calculate the heating efficiency of NPs when they are
farther apart than 1.5d.

To this end, we carry out two additional sets of simulations.
First, we use the effective macrospin parameters for the 6z4y
magnetite NP (Keff = 3.64 kJ m−3, Ms = 381.6 kA m−1) and
simulate two magnetized cubes with the same volume as the
NP, placing their centres and anisotropy axes on the z axis,
and calculating loops as we vary r. For these simulations, we
include magnetostatics interactions, both between the cubes
and within each cube. Allowing for self-demagnetization
is technically inconsistent with our approach, but the self-
demagnetization leads to cubic anisotropy that has little effect
on hysteresis loops. Similarly, we simulate with Vinamax
software [56] two spheres with the same effective param-
eters as the cubes and dipole moment vMeff

s , thus neglect-
ing self-demagnetization (as is consistent with the effective
parameters) and treating interaction between spheres in the
dipolar approximation. We report Hc for the two macospin
models and the 6z4y NPs in figure 7(c), with cubes labelled
MS and spheres labelled dipole. The agreement between all
three sets of data is satisfactory for r � 1.5d.
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Figure 7. (a) Hysteresis loops for a system of 2 magnetite 6z4y NPs as a function of centre-to-centre distance r. d is the NP diameter.
(b) The quantities ΔHc and ΔS (see main text for definitions) as functions of r approach dipolar scaling near r/d = 1.5 (ln 1.5 ≈ 0.405).
Dashed lines are r−3 power laws. (c) Hc as a function of r for the 2-NP loops from panel (a), along with Hc obtained from macrospin
approximations to the NPs, realized through uniformly magnitized cubes (MS) and dipolar spheres (dipole). Error bars for the dipole curve
are comparable to symbol size.

7. Conclusions

The present work represents the first comprehensive study
of coarse-graining for use in micromagnetic simulations.
We extend an RG-based coarse-graining scheme, previously
developed and explored in I, to include magnetostatic interac-
tions in micromagnetic simulations, and apply it to dynamic
hysteresis loops at T = 310 K of magnetite (no magnetocrys-
talline uniaxial anisotropy) and maghemite nanorods, as well
as collections of stacked nanorods that model NPs of varying
internal orientational order.

For individual nanorods, the coarse-graining procedure
reproduces loops even up to the representation of the nanorod
as a block with a single magnetization. For collections of rods,
the interplay between inter-rod exchange and magnetostatic
interactions can lead to complex magnetization dynamics (as
in appendix B), and we limit our level of coarse graining
to b = 4 (cell length four times larger than the unit cell of
magnetite) when simulating 10-nanorod model NPs.

For both individual nanorods and NPs, we find the
effective uniaxial anisotropy and saturation magentization

parameters for SW macrospin models that yield equiva-
lent loops. For nanorods, the effective anisotropy is approx-
imately 15–16 kJ m−3 for magnetite, and approximately
19 kJ m−3 for maghemite. The effective saturation magneti-
zation is 73%–80% of the bulk value, depending on whether
orientation with respect to the external field is assumed to be
rotationally averaged or parallel. For our 47 nm-diameter NPs,
the effective anisotropy falls in the range of 4 kJ m−3 for our
most orientationally disordered (6z4y) magnetite NP to 11 kJ
m−3 for our most ordered (10z) maghemite NP. The effec-
tive saturation magnetization is approximately 80% of the bulk
value. For this modelling, we assume an inter-rod exchange
strength of half the bulk value.

For simulations of two NPs, we find that loop area, or rather
the difference in loop areas between interacting and noninter-
acting NPs, scales with distance in a dipole-like manner for
centre-to-centre distances at and beyond 1.5 times the particle
diameter. For this distance and beyond, we find good agree-
ment between the two-NP results and those for two macrospin
equivalents interacting via dipolar interactions.

We also find (appendix A) that using a larger cell size allows
the use of a larger step size in integrating the equations of
motion. Over the range of cell sizes studied, we approximately
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Figure A1. Dependence of MH loops on Δt for nanorods composed of cells of side length ba0 for (a) b = 1, (b) b = 2, (c) b = 4 and
(d) b = 8. The simulations are carried out at SR = 2.5 Oe ns−1, and T = 310 K, with α = 0.1. Here, we neglect magnetostatic
interactions.

find that if cell volume is increased, the step size may also be
increased by the same factor.
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Appendix A. Time step dependence on simulation
cell size

For a system of interacting micromagnetic cells with crys-
talline anisotropy under an external field, the Hamiltonian is,

H = Hexchange +Hmagnetostatics +Hanisotropy +HZeeman

Hexchange = −a
2

∑
i

∑
j∈NN

Ai j(mi · m j)

Hmagnetostatics = −μ0v

2

∑
i, j

(Mi · N · M j)

Hanisotropy = −Kv
∑

i

(mi · u)2

HZeeman = −μ0Msv
∑

i

(mi · H)

(A.1)

where a is the length of a cubic cell and Ai j is the exchange
stiffness constant. We note that the factor of 1/2 in the
exchange Hamiltonian may or may not appear in the literature,
reflecting whether or not interactions are effectively double
counted, resulting in the apparent values of Ai j differing by
a factor of 2. For example, for magnetite we use a value of
A0 = 0.98 × 10−11 J m−1, and to achieve this we give as input
the parameter AOOMMF = 0.49 × 10−11 J m−1 to OOMMF. Mk

is a cell’s magnetization with magnitude Ms and direction
given by unit vector mk (k = i, j), N is the demagnetization
tensor, representing the geometry of the system, μ0 is the per-
meability of the free space and v is the cell volume. Uniaxial
anisotropy is characterized by energy density K and unit vector
u, and the externally applied field is H.
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Figure B1. (a) Effect of inter-rod magnetostatic interactions. The black loop (circles) is for two perpendicular noninteracting nanorods
(with neither exchange, nor magnetostatics between rods) and the green loop is for nanorods interacting magnetostatically only. In panel (b)
nanorods interact magnetostatically and inter-rod exchange is Ar−r = xA(b), with x = 0 for the blue curve (triangles), 0.05 for the red curve
(circles) and 0.5 for the green curve (squares). The two parallel nanorods are in contact with their largest faces and the center-to-center
distance is 6.7 nm. Panel (c), as in (b), except a smaller face is shared, and center-to-center distance is 20 nm. In this case, increasing x does
not result in a larger loop area.

Brown [31] modelled thermal effects with a random effec-
tive field (white noise) with spatial components drawn from a
normal distribution with variance [56],

σ2 =
2αkBT

γμ0MsVΔt
, (A.2)

where V is the switching volume, i.e. the volume of a
micromagnetic cell, T is the absolute temperature, kB is
Boltzmann’s constant and Δt is the time step of the simula-
tions. Equation (A.2) implies that a larger Δt can be chosen
for larger simulation cells. Therefore, when coarse-graining,
not only are simulations faster on account of employing fewer
cells, but also on account of being able to use a larger Δt.
In figure A1 we plot hysteresis loops for nanorods com-
posed of cells with different volumes, given by V = (ba0)3,
for different values of Δt. For these simulations, we use the
RG-scaled exchange and anisotropy constants A(b) and K(b) as
given by equations (2) and (4); we also neglect magnetostatic
interactions for simplicity. Overlapping curves indicate that
results are independent of step size, and therefore indicate
when Δt is ‘small enough’. For b = 1, a small Δt of approxi-
mately 1 to 1.5 fs is required, and the optimal Δt increases to
approximately 5 fs for b = 2, 50 fs for b = 4 and, remarkably,

200 fs for b = 8. Values of Δt larger than the optimum yield
significantly smaller loop areas. This increase of time step with
cell volume is consistent with previous results in the literature
[24, 25].

OOMMF uses an Eulerian solver for simulations at finite
T, and so the contribution to the changes in magnetization
from the thermal field in a single step of the algorithm is
proportional to

√
Δt/V , which implies that for Δt ∝ b3 the

magnitude of these changes should remain constant. This
proportionality provides a simple way of understanding the
increase in optimal Δt that we observe. It should be cau-
tioned, however, that care must always be taken to check that
a sufficiently small Δt is used.

Appendix B. Various two-rod setups

Here we explore the effects of magnetostatic and exchange
interactions for three different arrangements of two mag-
netite nanorods, providing some insight on their effects on the
magnetization alignment for bundled nanorods. We use RG
scaling with b = 4, and, for this section only, we do not carry
out the scaling of magnetostatic interactions, and simply use
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Ms with no alteration in determining effective fields and ener-
gies. We are simply interested in general effects of the interplay
between magnetostatics and inter-rod exchange.

In the first arrangement, we consider only the effect of mag-
netostatic interaction between rods. One nanorod is placed
along the z axis, and the other along x, with the y axis parallel
to the line passing through the nanorod centers, as shown in
the inset of figure B1(a). The external field is along the z axis.
Within each rod, magnetostatics and exchange are present.
For the black curve in figure B1(a), the rods do not interact:
they are independent with Ar−r = 0 and with no magnetostatic
interactions between cells belonging to different rods. The
loop, in fact, is just the average of two independent rods. The
green curve in the same plot shows the loop for the case where
the two rods interact magnetostatically: magnetostatic interac-
tions are calculated between all cells in the two-rod system.
The hysteresis loop is smaller for the interacting case. This
negative effect of magnetostatics on loop area is in agree-
ment with studies reported by Cabrera et al [22] and Serantes
[18], wherein dipole interactions decrease the heating effi-
ciency of magnetic particles when the dipoles are not arranged
in end-to-end chains.

Panels (b) and (c) of figure B1 compare hysteresis loops,
when inter-rod magnetostatic interactions are present, for
three different inter-rod exchange strengths Ar−r = xA(b),
with x = 0, 0.05, and 0.5. Here, the nanorods are side-
by-side with their long axes parallel. Figure B1(b) consid-
ers the case of rods with their largest faces making contact
(area of contact is 84 a2

4), and figure B1(c) considers the
case where the nanorods are making contact through their
second largest faces (area of contact is 28 a2

4). The cen-
ters of adjacent parallel nanorods are 6.7 nm and 20 nm
apart in panels (b) and (c), respectively. In general, increas-
ing x increases the magnetization alignment between the two
nanorods, counteracting the anti-alignment induced by mag-
netostatics. In figure B1(b), for Ar−r = 0 the magnetization of
one rod flips before H becomes negative. For Ar−r = 0.05A(b)
and 0.5A(b), the magnetizations of the two rods are locked,
and higher exchange strength results in wider hystere-
sis loops. For the larger centre-to-centre separation (and
therefore weaker inter-rod magnetostatic interactions) and
smaller contact area presented in figure B1(c), for Ar−r = 0,
the magnetization of one of the rods flips before the other,
but only after the H becomes negative. At Ar−r = 0.05A(b),
when the magnetization of one rod flips, it takes part of the
second rod with it. Only at Ar−r = 0.5A(b) do the magnetiza-
tions of both rods flip in unison. We note that for b = 4, the

exchange length is
√

2ζ(4)A0

μ0M2
s

≈ 7.0 nm, and therefore signif-

icantly smaller than the centre-to-centre distance. The per-
haps counter-intuitive observation is that as Ar−r increases, the
loop area decreases. We conclude that the pairing of inter-rod
exchange and magnetostatics can lead to complex magneti-
zation dynamics within nanorod composites, and therefore
counter-intuitive impacts of inter-rod exchange on heating
efficiency.

In all two-rod cases considered, we explicitly place the
rods side-by-side and not end-to-end. Thus, we do not
consider chain formation [17], which should enhance
hysteresis, but rather the tendency of magnetostatics to cause
anti-alignment of neighbouring nanorod magnetic moments.
We note that the larger centre-to-centre distance considered
in figure B1(c) means that the anti-aligning effects of magne-
tostatics is weaker, and so perhaps it is not surprising to see a
larger loop area than in figure B1(b) in the Ar−r = 0 case.
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